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Executive Summary

Deliverable name: D2.1: Scientific and Technological State-of-the-Art Analysis.

The goal of this project deliverable is to survey the state-of-the-art of the research literature in the areas of

application to the PrEstoCloud project.

To this end, we first present the context of the PrEstoCloud project, as well as the scientific ambition of the pro-

ject in terms of advancing themanagement of the infrastructure and the deployment of applications running in

federated and hybrid clouds. In these circumstances, we also wish to optimize the use of the computing power

available on edge devices, that, unlike most IoT platforms, would not be considered only as data producers,

but also as active players in the processing of data.

Next, we review the existingmethods tomanage hybrid and federated clouds, aswell as applicationmonitoring

on distributed systems, including IoT devices. We show that there is an evident lack of available standards

between the multiple cloud providers platforms, and, therefore, no current best-common denominator.

Afterwards, we introduce the notions of situation awareness and application context, that PrEstoCloudwill use

as the basis to recommend application reconfiguration, i.e. to change the way the application is deployed over

the whole infrastructure, in order to better optimize the use of the infrastructure. This review includes the

techniques necessary to detect and predict application workload, and also the cloud adaptivity techniques,

including horizontal and vertical scaling, and migration issues.

From this scientific state-of-the-art, we move towards the review of the technological aspects of PrEstoCloud.

We discuss the set of tools that will be used as building blocks for the PrEstoCloud solution. This set includes

mature software platforms available fromwithin the consortium, such as ProActive (a cloud broker), BtrPlace (a

scheduler under constraints), and Apama (a CEP engine). We also include extended discussions about available

functionalities within public and private IaaS platforms, other available platform softwares (e.g. CEP engines

and data brokers), and comparisons between them.

Finally, we detail how the sum of these elements can result in an advanced framework that will leverage ap-

plication and device meta-data in order to finely match the infrastructure and its deployment to the available

underlying platform, thereby extending the existing paradigms of cloud computing and edge computing, par-

ticularly in the context of applications processing big data streams.

2017-2018 © Copyright lies with the respective authors and their institutions.
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Response to Reviewers

This Section lists the comments made by the project reviewers during the last project review, along with our

answers detailing changes and pointers to corresponding sections.

COMMENT:

1. Chapter 3.3 and 4 overlap. BtrPlace is for virtual machine placement, in which context? Multi-

clouds? Why is it not presented as part of Section 3.3? VM migration has several problems as

discussed in the paper. Containers solve part of these problems. However, the project seems

to rely on the BtrPlace which is for handling VMs. The decision of not using kubernettes is not

convincing (coupled with the underlying cloud).

2. What are the features of BtrPlace for making it suitable for the project?

We have significantly reshaped the structure of the Deliverable in order to avoid having this overlap

between the (previous) chapters 3 and 4. The previous document was organized following the original

structure included in the Description of Work. The new structure delineates clearly the scientific state

of the art from the technical one, where we describe some tools that will be underlying the PrEstoCloud

platform.

The description and discussion about BtrPlace has been extended. Its positioning within the project

and compared to direct competitors is detailed in Section 4.2.

COMMENT:

1. Regarding Complex Event Processing, only two systems are described, one with details while for

the other a very high level overview is presented. There are many systems, most of them open

source that are not even named, e.g., Storm, Flink, Kafka streaming, Spark streaming.

2. Does the critique to Storm (it does not exploit federated clouds) apply to other CEP technologies

(e.g. Apama and others)?

3. Current CEP systems can be deployed on a distributed system for scaling query processing, Can

Apama be deployed on top of a distributed system?

We have provided an overview of the main CEPs on the market, and provided a comparison among

them in Section 4.4.

COMMENT:

1. The description of Apama is pure promotional material. Please provide technical details

2. Which kind of analytics are provided? There are some code snippets for Siddhi, but nothing for

Apama Which kind of license does Apama have?

We included technical material in the description of Apama, so as to match the description outlined for

Siddhi. It is available in Section 4.4.1.

2017-2018 © Copyright lies with the respective authors and their institutions.
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COMMENT:

1. One of the mentioned drawbacks of Esper is that type of license is LGPL. The consortium claims

that this is bad for exploitation. Why?

2. What license is going to be used by the consortium?

Considerations about software licensing used for the PrEstoCloud platform are outside of the scope of

this deliverable. They will be discussed in the Deliverables related to exploitation.

As for the comment wrt. Esper, we just state that the commercial licenses are expensive.

COMMENT:

1. Explain the figures (what is showing Fig. 3.3? units? Legend?)

Figure 3.3 is now Figure 3.6. The labels have been added.

COMMENT:

1. Section 3.2 is very basic. Which technique is going to be used?

2. At some point windows are mentioned. Are these techniques going to be applied to CEP win-

dows?

Section 3.2 is now Section 3.3. It has been extended to provide a description of more techniques, as

well as adding a conclusion section detailing their possible usage.

COMMENT:

1. At the end of the document it is mentioned that 2 recommenders will be implemented. Which

kind of recommenders?

2. Provide an example of the adaptation based on multiple streams.

Chapter 5 has been updated to clarify these issues.

COMMENT:

1. It is also mentioned that fragments of the data will be deployed across the processing topology

what is the processing topology? Which kind of data intensive applications will you target? With

data at rest?

PrEstoCloud will primarily target custom-made applications which are composed of microservices, i.e.,

small, independent processes communicating with each other by using language-agnostic APIs. Moreo-

ver, it targets data-intensive applications, i.e., applicationswhich use a data parallel approach to process

large volumes of data. We are going to focus mainly on applications that engage and process streaming

2017-2018 © Copyright lies with the respective authors and their institutions.
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big data streams. Although out of these applications there will be data to be stored, we will not address

any challenges with respect to optimized storage of data at rest.

The document has been updated to reflect this position more prominently.

COMMENT:

1. The work to be done on virtual networks does not present any challenge

We have updated and extended Section 4.3 to outline the challenges more prominently.

COMMENT:

1. Open questions are not always identified. Please provide them and some critical review of the

different systems.

We have updated the sections within the main document body, as well as the conclusion, to better

identify open questions and the way we intend to address them.
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Chapter 1

Introduction

1.1 Context and Motivation

Cloud computing, and, in particular, the Infrastructure-as-a-Service (IaaS) model has profoundly transformed

the way IT infrastructure and services are conceived and deployed. Through the use of virtualization techno-

logy, public cloud vendors – e.g. Amazon, Google, and Microsoft – have given their customers access to an

accessible, customizable, and reliable platform to use as the back end for their applications. Moreover, due to

its inner ability to scale on demand, seemingly infinitely, the public cloud has become the natural habitat for

many big data driven applications.

However, running an application primarily in a public cloud – particularly a big data application – implies

that the data to be processed needs to be transferred within the cloud boundaries. These data transfers may

result in increasing service latency, which results in a low perceived quality of experience by end-users, on top

of being expensive both in time and money for the application manager. Moreover, privacy constraints may

prevent some business areas to rely on third-party platforms.

Following the success of public clouds, integrated software platforms, such as OpenStack, were made avai-

lable so that private data centers could rely on the same technologies as public cloud. These data centers are

privately owned – e.g. by a corporation, a university, etc – and are used locally. Because the size of the physi-

cal infrastructure is limited, these private clouds do not offer as much scaling ability as public clouds, but the

latency of services is orders of magnitude lower as data locality is exploited.

While initially research focused on the operation of applications within a single cloud, i.e. confined to the

physical boundaries of one data center, recent trends focus on optimal distribution of computational tasks

between multiple clouds, leading to so-calledmulti-cloud applications. A popular example of multi-cloud de-

ployments is the hybrid cloud, where a public cloud is used to supplement the computing power available

within a private cloud when in need, e.g. during a burst peak demand.

At the same time, the recent proliferation of Internet of Things (IoT) devices results in a constant steam of

data being transmitted from the edge of the network – where these IoT devices are connected – to a consumer

application. While these IoT devices may be streaming data back to the consumer application directly, most

deployments rely on a data broker that sits between the IoT devices and the application, to serve as a central

relay point between all IoT devices and all (sub) components of the application. This deployment is known

as a publisher/subscriber model, or pub/sub for short. All of these elements (the broker, the applications

components) are commonly deployed in (private or public) clouds.

This approach is sub-optimal in the sense that data always needs to be transferred back from the edge of

the network to a more central cloud before it can be processed. Consequently, the architecture completely

disregards the ability of IoT devices to (pre)process data on their own. The edge computing paradigm was

2017-2018 © Copyright lies with the respective authors and their institutions.
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introduced to overcome these limitations. It aims to extend cloud services up to the edge of the network,

i.e. include all devices, in particular those that produce the data, in the processing chain.

1.2 Project Ambition

The PrEstoCloud project is located at the crossroads between cloud computing, big data processing, and edge

computing.

One of themain benefits of the cloud computingmodel is the elasticity of the infrastructure. It allows users

to manage the size of the required deployment for their application. However, building an automated system

that accuratelymatches infrastructural needs in order to avoid either over-provisioning or under-provisioning

is still challenging. Over-provisioning means the underlying application infrastructure is too big for its needs,

therefore needlessly increasing the hosting costs. Under-provisioning means the underlying application infra-

structure is too small for its needs, leading to increasing response delays as the application load increases,

resulting in a bad quality of experience for end-users.

The main ambition of the PrEstoCloud project is to provide a platform able to finely adjust the application

deployment based on its needs. In a nutshell, PrEstoCloud aims to pro-actively adjust the used infrastructure

and the application deployment in order to optimize the use of cloud and edge resources. To achieve this,

PrEstoCloud relies on a number of pillars, that we introduce here:

• a micro-service architecture: PrEstoCloud will primarily target custom-made applications, made out of

micro-services, i.e. small, independent processes able to communicate with each other using APIs;

• code-level annotations: the application source code, in particular, critical functions and micro-services,

will be annotated by the developer with meta-data providing information with respect to its complexity,

its deployment constraints, etc.;

• deployment requirements: application-level placement and scalability requirements are formulated by

the application administrator (DevOps), e.g. to enforce Service Level Agreements (SLA) constraints;

• context detection and situation prediction: based on changes in the application-level data and meta-

data, the PrEstoCloud platform will infer the application context in order to recommend adaptations to

the deployment.

Please note that the main beneficiary target of the PrEstoCloud platform are custom data-intensive applicati-

ons, i.e. applications which use a data-in-parallel approach to process large volumes of data, and in particular,

engage and process big data streams.

Figure 1.1 depicts the high-level view of the architecture for the PrEstoCloud platform. It is composed of 3

main groups, which we call layers.

1. Themeta-management layer includes components related to the decision logic for enabling cloud dyn-

amicity. It includes

• components related to situation detection, i.e. that infer the application context based on meta-

data obtained from the infrastructure on which the application is running;

• a component related to workload prediction, i.e. that predicts future incoming workload levels

based on past application behaviour and current infrastructure state;

• components that recommend adaptations to the infrastructure, e.g. the migration of a micro-

service from a private cloud to a public cloud.

The state-of-the-art of technologies related to these functionalities are presented in Chapter 3.
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• Strong Module Boundaries: microservices reinforce modular structure, which is particularly important for 
larger and dispersed development teams. 

• Independent Deployment: simple services are easier to deploy, and since they are autonomous, they are 
less likely to cause system failures when they go wrong. 

• Technology Diversity: with microservices the mix of multiple languages, development frameworks and 
data-storage technologies is possible. 

• Better exploitation and business capabilities: microservices are better at splitting services against business 
capabilities in terms of grouping software pieces based on different business and market needs.    

 

 

Figure 3. Conceptual Architecture 

The conceptual architecture of PrEstoCloud is presented in Figure 3 and is briefly discussed below. We note that 
with respect to real-time data-intensive processing, this solution envisions an architecture inspired by the STORM 
computational system, enhanced in such way that exploits the advantages of multi-cloud environments. In addition, 
we consider the management of the appropriate models, enabling developers to perform annotations on cloud 
applications, in order to define their meaningful fragments that may be deployed in a distributed way. The 
PrEstoCloud architecture has been structured across 5 different layers: i) Meta-management; ii) Control; iii) Cloud 
infrastructure; iv) Cloud-edge communication and v) Devices layers. The first four layers are discussed below 
while the fifth one (i.e. Devices layer) consolidates any kind of device that can be used as a Big Data stream source 
or as a mobile computational node at the extreme edge of the network.  
The Meta management layer mainly consists of decision logic capabilities required for enhancing the PrEstoCloud 
Control layer (e.g. Autonomic Resources Manager, Autonomic Data-Intensive Application Manager). This layer 
involves the following modules: 

• Resources Adaptation Recommender that will use as input the situation details, the variation of the Big 
Data streams and the context of the mobile devices at the extreme edge of the network in order to 
recommend at the appropriate time, the necessary adaptations of used resources in the RTPN. These input 
details will be provided by the Situation Detection mechanism and the Mobile Context Analyser 
respectively. In addition, these recommendations will be enhanced with the necessary proactiveness based 
on the envisioned interaction with the Workload Predictor. 

• Data-Intensive Application Fragmentation & Deployment Recommender that will assist in the appropriate 
fragmentation of data-intensive applications into smaller parts that can be efficiently deployed over 

Figure 1.1: The PrEstoCloud conceptual architecture

2. The control layer includes components related to the commissioning, de-comissionning, and deploy-

ment of the application (fragments) onto either (public or private) cloud resources and/or edge devices.

It includes

• a cloud broker able to interface with a myriad of private and public clouds, and that is able to

monitor the status of the deployed instances. The state-of-the-art related to this component is

located in Section 4.1.

• a scheduler able to solve placement problems under constraints. It is used to enforce the recom-

mendations of the meta-management layers, and optimize the placement of all application micro-

services across the global infrastructure. The state-of-the-art related to this component is located

in Section 4.2.

3. The cloud-edge communication layer includes components enabling seamless communications bet-

ween the distributed instances and components that are part of the infrastructure. It includes

• a data broker used as an intermediate between the edge devices which generate data streams and

the components of the PrEstoCloud platform, notably to implement pub-sub functionalities. The

full details related to this component are located in PrEstoCloud deliverable D3.1 (Communication

Broker).

• an inter-site network overlay component responsible for creating a secured overlay network bet-

ween the cloud(s) where the PrEstoCloud platform is deployed, the cloud(s) where the application

micro-services are deployed, and the edge devices. The state-of-the-art related to this component

is located in Section 4.3.

Please note that the full details related to the methodology behind the conceptual architecture presented in

Figure 1.1, as well as full details about each of the individual layers and components are available as part of

PrEstoCloud D2.3 – Conceptual Architecture.
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1.3 Deliverable Scope and Structure

This Deliverable reviews the state-of-the-art of available technologies in the domains relevant to the PrEsto-

Cloud ambition, summarized in Section 1.2. It is organized as follows:

• In Chapter 2, we discuss the challenges of federated clouds, reviewing efforts to handle and monitor

applications that span over multiple (private and public) clouds. We also survey works that consider the

management of edge/IoT devices, when the application managing these devices and consuming their

data has a local presence (processing tasks are directly executed or offloaded on the edge device) and

extends up the cloud. We put the emphasis on Amazon Greengrass, a recent initiative of Amazon Web

Services to organize and manage IoT devices from the cloud. Indeed, Greengrass appears as a direct

competitor to PrEstoCloud.

• In Chapter 3, we review existing works related to the core of PrEstoCloud, namely the adaptivity of fe-

derated cloud applications. As the meta-management layer of PrEstoCloud that will gear the adaptivity

of the distributed application will have to process a huge amount of meta-data, we will rely of com-

plex event processing technology to handle the meta-data stream. Next, we will focus on the key issue

of workload predictions, that will help us to distinguish between transient issues and real trends that

impose to reconfigure some parts of the applications. Lastly, we will review the existing literature on

cloud adaptivity that encompasses many dimensions, including (i) horizontal and vertical scaling, (ii) live

migrations of VMs or containers, and (iii) different strategies to trigger the configuration.

• Chapter 4 provides a technological overview of some tools that will be used to build the PrEstoCloud

solution. We first introduce ProActive from ActiveEon, that will be the heart of the control layer of PrEs-

toCloud. ProActive enables to provision resources in public and private clouds and to execute workflows

that lead to dispatching computing tasks on those resources. Next, we present BtrPlace, a VMplacement

algorithm that is not bound to any specific VM provisioning and management solution and enables to

optimize the placement of VMs on resources materialized as physical server in a private data center.

BtrPlace will be extended for PrEstoCloud to the case of federated clouds. We further position BtrPlace

with respect to the existing literature and Kubernetes and Kubertvirt. The next section of Chapter 4 is

focused on the networking layer, as we will need to be able to set-up an overlay on demand to inter-

connect all the resources in the private, public could and up to the edge. We introduce the Software

Defined Networking (SDN) and Network Function Virtualization (NFV) paradigms that might be useful

to build such an overlay. We also present the networking solutions offered by leading cloud providers

(AWS, Azure, etc). The end of the Chapter is dedicated to the review of various CEP engines available on

the market.
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Chapter 2

Hybrid and Federated Clouds

In this Chapter, we discuss the challenges of federated clouds, and review efforts to handle and monitor appli-

cations that span over multiple (private and public) clouds. Moreover, we survey works related to themanage-

ment of edge/IoT devices, when the application managing these devices and consuming their data has a local

presence (processing tasks are directly executed or offloaded on the edge device) and extends up the cloud.

Finally, we present Amazon Greengrass, a novel IoT platform available for use, and compare it to the foreseen

PrEstoCloud platform.

2.1 Introduction

Over the last decade, the paradigm of cloud computing has considerably transformed the way IT infrastruc-

ture and service deployment is achieved. Through the use of hardware virtualization technology, previously

prohibitively costly infrastructure could be reached thanks to the economies of scale achievable throughmulti-

tenancy. Arguably, the three most popular service models for cloud computing are

• Software as a Service (SaaS): a specific software is configured, deployed, and available for use by end

users, usually by connecting through the Internet to a specific interface (e.g. a web interface), or using a

specific client application that relies on the network to interact with the back-end software (e.g. an appli-

cation on a smartphone). The main advantage in this service model for the customer is the outsourcing

of the application installation, configuration, management, and upgrade to the cloud provider.

• Platform as a Service (PaaS): a specific software environment is configured and available for cloud users

to deploy they own application within this environment. The main advantage in this service model for

the customer is to not to have to worry about the underlying, possibly complex configuration of the host

operating system and the dedicated software environment.

• Infrastructure as a Service (IaaS): full access to the virtual environment is available to the customer,

who can decide to install and configure all the software environment they please. Typically, virtual ma-

chines can be commissioned, configured (in terms of virtual hardware), and decommissioned through

the cloud’s interface (usually, a web interface), or via a custom API for automation purposes. The main

advantage in this service model is the full access to the infrastructure, giving complete freedom over

the type, amount, and configuration of the machines, without needing to invest in dedicated hardware

upfront.

Moreover, in all cases, a key element of cloud services is their ability to scale according to the customer’s need.

In the case of SaaS, it can be adding users on the fly, e.g. adding a new email account to an email service. In

the case of PaaS, it can be to increase the available resources to the application, e.g. increase the amount of
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workers for a Tomcat application. In the case of IaaS, it is the ability to either increase the number of virtual

machines instantiatedwithin the infrastructure, or to change the specification of the virtual machines (e.g. add

RAM, storage, etc). For the remainder of the document, we primarily consider the IaaS service model.

These services were first popularized by Amazon, with a service called EC2; since then renamedWeb Servi-

ces. Amazon gives its customers the ability to commission and decommission virtual machines, which can then

be customized, e.g. connected to the Internet to host services, or process data stored within the Amazon EC2

storage space. Because the physical infrastructure deployed by Amazon is so large – dozens of geographically

dispersed physical data centers – the infrastructure is shared among multiple customers. Hence, these clouds

aremulti-tenants. Multi-tenancy is an important characteristic that allows the cost of the physical infrastruc-

ture to be shared among all customers. Amazon pays the upfront cost of the initial investment for the location

and physical hardware, and amortizes this cost by renting out computer powers to all of its customers.

Moreover, due to the gargantuan size of the underlying physical infrastructure, public clouds offer see-

mingly limitless scaling possibilities: customers are able to request more storage, RAM, CPU, etc, without ever

appearing to have hit the physical wall of feasibility.

Because cloud customers do not have information regarding the physical deployment of the data center,

the cloud manager is in charge of scheduling all customers’ tasks onto physical hardware, i.e. to choose a

physical machine (that the customer does not know about and cannot choose) that will execute the customer’s

virtual machine. Consequently, a single hardware equipment will be used to power virtual machines from

multiple customers. This kind of cloud service is referred to as a public cloud, and is characterized by multi-

tenancy alongside reliance on virtualization. Nowadays, public IaaS clouds are many, from multiple vendors.

To name a few: Google, Microsoft, Oracle, etc.

From public clouds, the virtualization technology has gradually spread to private clouds. Private clouds rely

on the same virtualization principles as public clouds, but aremono-tenant. Usually, the physical infrastructure

is hosted locally, e.g. by a corporation, a university, etc, and used for their own needs. The advantage for private

clouds to rely on virtualization technology in this situation is to enable a better overall use for the infrastructure,

as the physical hardware can be shared better among competing processes, and also have better isolation,

which leads to better resilience. Unlike public clouds, private clouds do not appear to scale infinitely, and are

usually sized to withstand a specific workload, estimated high-enough to meet most of the demand.

More recently, the trend has been to consider the cloud as a generic entity, regardless of the physical

location of the infrastructure. The application is then run over multiple clouds. This situation is called multi-

cloud. This category may be divided into four further subcategories:

• community clouds, which mutually share the infrastructure;

• hybrid clouds which rely on the use of at least one public cloud and at least one private cloud [26];

• federated clouds, which, like the community clouds mutualize infrastructure costs, but, in addition, pro-

vide a unique interface as entry point.

At the same time, Bonomi et al. [32] identify latency and jitter as a dominant concern in systems that

require rapid response. Therefore, Zhang et al. [257] consider placement of applications on geographically

distributed clouds. Nearby clouds generally perform better in terms of latency; this consideration eventually

leads to the conception of fog computing.

Fog computing is a sub-paradigm includedwithin edge computing, whose aim is to extend cloud computing

and services to the edge of the network. The distinguishing characteristics of edge computing are its proximity

to end-users, its dense geographical distribution, and its support for mobility. Services are hosted where they

are used: at the network edge, and even on end-devices such as IoT devices, or access points. By hosting

services locally, service latency is reduced and the quality of service (QoS) is improved, resulting in superior

user-experience [156]. This paradigm is ideally suited for industrial applications, since in-network processing
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can improve energy efficiency, and data delivery reliability, due to the reduced communication and congestion

[136], [191].

2.2 Management of Cloud Applications and Infrastructure

One of the main benefits of the cloud computing model is the elasticity of the infrastructure that allows the

user to finely manage the size and configuration of their computing fleet. This adaptation can be driven by in-

dications, coming either from the user, or from an automated system. One great challenge of cloud computing

is to build such an automated resource allocator/de-allocator, that will allow to accurately match the actual

usage in order to avoid under-provisioning or over-provisioning. Under-provisioning leads to performance is-

sues and additional latency; and over-provisioning uselessly increases the user’s bill, as well as poorly exploit

the cloud resources. As an alternative to allocating and de-allocing, an option to optimize resource usage is

to reconfigure the resources allocated to the application. This was explored in [125] for Amazon EC2. It also

requires being able to accurately model variations in the workload, which is not an easy task, particularly for

public clouds, where only few trace data are available. Reiss et al. [200] recently paved the way to model a

wokload dynamicity that is experienced in (public and private) heterogeneous cloud computing platforms.

Duplyakin et al. [61] propose a multi-cloud environment to process user requests. In this system, the

users specify the percentage of the resources to be used in each cloud computing environment. If the user

preferences are not satisfied due to a lack of resources, the system will balance the load progressively on the

already-deployed instances until satisfaction of the user requirements. This approach allows the best possible

use of hybrid clouds, but requires an intrusive solution installed inside a virtual machine.

Kailasam et al. [116] position themselves in the High Performance Computing (HPC) domain, and consider

the optimization of the execution time in a hybrid cloud context. They propose three heuristic-based schedu-

ling methods that adapt themselves to the evolution of the resources of the workload and the availability of

the clouds. This approach allows the use of hybrid clouds in the context of HPC, but requires modifications to

the application, or, more specifically, to the application’s task scheduler.

Leitner et al. [139] propose a model that enables running applications to burst into a different cloud in-

frastructure. The authors propose a framework for the creation of elastic cloud applications. This framework

enables the monitoring of the performance and decide when to burst to a public cloud and in the other di-

rection where to consolidate into the private cloud, but this approach needs the re-writing of the applications.

Jung et al. [115] target the optimization of the performance of the analysis of a huge-volume-and-loosely-

coupled data in a distributed computing environment. Data is divided into pieces that are analyzed by an algo-

rithm, which determines the nodes that will be used to process each data block. This approach is interesting,

but very specific to Big Data environment.

Other researchworks havebeen achievedon thehybrid cloud, but focusing on economical aspects, e.g. [84],

[87], [232], [233].

2.3 Provisioning and Management at the Edge

With the emergence of IoT applications and devices, it became evident that the scalability and elasticity needs

of the applications and infrastructure varies widely from the enterprise applications to the embedded systems.

However, in a lot of approaches, the application itself is implemented on the centralized cloud infrastructure

and IoT technologies are only used as data providers, not as possible distributed or in-network processing no-

des [136]. As an alternative, Laukkarinen et al. [137] propose the embedded cloud as a method of distributing

processing and expanding resources between different IoT technologies. The authors focus on the heteroge-

neity challenge and homogenize data accessing and processing of heterogeneous IoT technologies for the end
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user.

However, the cloud management for the IoT platforms is critical and still presents issues. AWS IoT and

Bluemix IoT Solutions are based on non-flexible, layered architectures [4] where the bottom layer includes the

IoT deployment; the communication framework is managed by a middleware layer that provides access to the

low-level hardware to the top level application layer. This application executes the business logic and processes

the sensor data [142]. Such architectures imply that the business logic is executed only in the application layer

and the IoT devices should be deployed with their own software, able to provide data streams to read from

[250]. However, in practice, the provisioning of IoT devices is performed manually, which makes it difficult

to react to changes, both in terms of infrastructure, and with respect to application requirements. Still, some

specific IoT devices, known as gateways have emerged (e.g., Intel IoT gateway, Smart Things Hub, and Rasberry

Pi). They offer functionalities in terms of processing, storage, and memory resources that can be considered

as execution environment. These units could participate to the whole system, and be used for processing by

specific offloading mechanisms.

Additionally, Sehgal et al. [206] address the problems of managing resource-constrained devices, which

are often used for building IoT solutions, by adopting some network management protocols. INOX [46] is a

robust and adaptable Platform for IoT that provides enhanced application deployment capabilities by creating

a resource overlay to virtualize the underlying IoT infrastructure. In the literature, an additional abstraction

layer located on top of the IoT infrastructure is frequently used. It allows keeping the underlying infrastructure

untouched when deploying an IoT solution, e.g. [140], [141], [157].

Given the chaotic and ad-hoc nature of wireless IoT environments, fault-tolerant cloudmanagement beco-

mes critically important for IoT-based edge/fog computing systems. This is especially true for industrial appli-

cations, which require high degrees of reliability. Proactive fault tolerance can be achieved through two com-

plementary mechanisms. First, multi-path networking can mask network failures: multiple parallel network

paths are active simultaneously for the communication between two network nodes. Second, node replication

can mitigate node failures: a virtualized node is replicated onto multiple physical nodes. Until recently, resear-

chers assumed only one node or link would fail at the same time [92]. When the probability of multiple failures

happening simultaneously is not negligible, the entire distribution of failures must be considered. Recently,

Spinnewyn et al. [222] developed a mathematical model for availability in such environments. In this work,

the placement algorithm combines node and link replication for each deployed service. This combination is

realized by placing multiple duplicates of one and the same service component. The service is then available

when at least one of its duplicates is accessible.

2.4 Distributed Applications Monitoring

In [7], the authors give a comprehensive state of the art of the existing commercial monitoring systems such as

Monitis [155], Uptime Cloud Monitor [101], LogicMonitor [146], Nimsoft [225], Nagios [160], SPAE by SHALB

[210], CloudWatch [11], OpenNebula [174], CloudHarmony [47], Windows Azure FC [226]. The conclusion of

this study is that most of the solution lack standards format and metrics for the cloud layers.

Several monitoring specifications, standards and tools have been devised. Some of them are Java Mana-

gement eXtension (JMX) standardized in 2003 for monitoring and managing java-based applications, Simple

Network Management Protocol (SNMP) widely used for monitoring and detecting anomalies on network de-

vices and systems (e.g. switch, router, server, etc.), Nagios [160] for the supervision of applications, servers,

network devices, business processes, etc., or again Opsview [181] for the monitoring of network, physical,

virtual and cloud-based servers, application server, etc.

More specifically to ESB solutions, [192] follows JMX standards to propose a service-monitoring framework

for ESB-based services that allows gettingmore information on hosted services (number of invocations, results,

response time, etc.) and processes (e.g. number of exchangedmessages between a BPEL engine and services).
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The proposal is designed to monitor various parameters while limiting the overhead. However, the proposed

solution does not integrate neither the monitoring of the used underlying computing resources parameters

(that can have an impact onQoS and scalability of the hosted ESB), nor amodule for the detection or prediction

of complex patterns (symptoms). In [192], authors propose a monitoring framework for ESB with a set of

monitoring mechanisms that exploit JBI monitoring capabilities. The proposed solution is also based on JMX

and allows getting information related to the qualitative ESB’s parameters (e.g. uptime), exchanged messages

(e.g. sent and received requests, sent and received replies, etc.), hosted services (invocations timestamps,

response time, etc.) and processes performance. Similarly, to [255], authors of [192] do not integrate the

monitoring of the underlying computing resources that can impact theQoS and scalability of the ESB. However,

they exploit event processing technology functionalities for the detection or prediction of complex symptoms.

Regarding the correlation, aggregation and filtering of monitored data to identify or predict complex pat-

terns, event-processing technologies aremore andmore used for tracking exceptional events or situations that

can appear on various components [71]. Business Activity Monitoring (BAM) solutions are also introduced in

order to gather, aggregate, analyze, correlate and present monitoring data that can come from many levels

of heterogeneous enterprise systems. BAM solutions are generally based on event-processing technologies

[192].

2.5 Amazon GreenGrass

It is important to the PrEstoCloud consortium to research on competing cloud technologies, and clearly un-

derstand the way that cloud computing, edge computing and fog computing continuously evolve. Towards

this action, we analyzed, installed and tested the tools that Amazon AWS provides related to IoT and edge

computing, as Amazon is one of the leading Cloud vendors [72] and usually considered as the leader and refe-

rence point for all competitors [237], on the IaaS market but also with an extensive portfolio of interconnected

services.

One of themost related products to PrEstoCloud’s vision regarding the combined exploitation of cloud and

edge resources is the AWS Greengrass [207]. AWS Greengrass is a software that extends AWS cloud capabi-

lities to local IoT devices, in order to collect and analyze data closer to the source of information, while also

establishing secure communication among each other through local networks. Its main purpose is to enable

IoT devices to rapidly (in near real-time) respond to local events and minimize the cost of transmitting IoT

data to the cloud. For example, AWS Greengrass enables machine learning inference locally on Greengrass

Core devices using models that are built and trained in the cloud. To achieve this, developers who use AWS

Greengrass can author serverless code (AWS Lambda functions [209]) in the cloud and deploy it to devices for

local execution of applications. In the following schema of an AWS Greengrass deployment, the envisioned

deployment architecture is depicted.

AWS Greengrass introduces an architecture comprised of 3 basic components: the Greengrass Core, the

Greengrass Group, and the IoT Device SDK. Any IoT device (running Linux and supporting ARM or x86 architec-

tures) that uses AWS IoT Device SDK can be configured to interact with a Greengrass Core through a secured

local network. Such devices along with Greengrass Cores and Lambda functions are organized into Greengrass

Groups that correspond to collections of inter-communicating entities. Thesemay conceptually represent phy-

sical areas that group IoT devices (e.g. a building floor or a house). Such Groups can contain up to 200 local

devices.

The AWS Greengrass Core is a compute node hosted on a local device that bears the appropriate software

to enable the use of local device resources like cameras, serial ports, or GPUs. Its objective is to allow the rapid

access and processing of IoT data while transparently use AWS cloud resources formanagement, analytics, and

storage. Specifically, it provides the following functionalities:

• Allows deployment and execution of local applications created using AWS Lambda functions, and mana-
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Figure 2.1: AWS Greengrass high-level overview (source [207])

ged through the deployment API.

• Enables local messaging between devices over a secure network using a managed subscription scheme

through the MQTT protocol

• Ensures secure connections between devices and the cloud using device authentication and authoriza-

tion.

• Provides secure, over-the-air, software updates of user-defined Lambda functions.

The Greengrass Core can pass messages between Devices, Lambda functions and even AWS cloud using

theMQTT (MessageQueuing Telemetry Transport) Protocol. These components can interact using pre-defined

subscriptions. A subscription consists of a source, a target, and a topic, where the source is the originator of the

message and the target is the destination of the message. This approach is related to the Communication Bro-

ker that PrEstoCloud envisions which also presents the basic functionalities of the traditional publish-subscribe

paradigm. The AWS Greengrass Core SDK enables Lambda functions to interact with the AWS Greengrass Core

on which they run in order to publish messages (using event topics), interact with the local Thing Shadows ser-

vice (i.e. JSON-based ”virtualization” of IoT devices), or invoke other deployed Lambda functions. This SDK is

used exclusively for writing Lambda functions running in the Lambda runtime environment on an AWS Green-

grass Core. Lambda functions running on anAWSGreengrass Core can interactwith AWS cloud services directly

using the AWS SDK. Regarding the usage of AWS Lamda functions, developers can select one of the pre-existing

Lamda functions that are available, or have to develop their own on one of the supported languages (Java, Py-

thon, NodeJS) by creating specific code that implements the needed AWS SDK interfaces.

In addition, AWSGreengrass offers another advanced feature, relevant to PrEstoCloud, calledDevice Shadow.

This allows AWS Greengrass enabled devices within an AWS Greengrass Group to interact by storing, retrie-

ving or even modifying the state of another AWS device, using a JSON document. This feature is used in cases

where communication between the nodes is interrupted, so that the device state is synced asynchronously. In

intermittent communication scenarios, PrEstoCloud aims to provide a similar solution, but through the usage

of the Spatio-temporal Library that can enable the ad-hoc communication between devices using a full-mesh

topology unlike the AWS Greengrass where at least one device should be used as a hub. This solution will

present greater flexibility and resilience in cases where there isn’t only intermittent communication between

the edge and the cloud but also among the edge resources.

In PrEstoCloud, we focus our research efforts into the creation of similar but also complementary functio-

nality, in the sense that we aim to allow the execution of certain application fragments at the edge devices but
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also efficiently decide, at run-time, the shifting of processing tasks from edge devices to multi-cloud resources

and vice-versa. We highlight the main three differentiations among AWS Greengrass and PrEstocloud.

First, AWS Greengrass, for obvious reasons, allows the interconnection of the edge layer with only cloud

resources that are managed by Amazon (i.e. AWS). PrEstoCloud will enable the use of private or public clouds

by considering in each case which is the most efficient cloud resource to use. Thus, PrEstoCloud will enable

the common exploitation of edge and multi-cloud resources.

Second, in AWS Greengrass the execution of processing jobs (AWS Lambda functions) at the extreme edge

of the network is bounded by the fact that the AWS Greengrass Core is statically preconfigured to be hosted

on certain edge devices. The Greengrass Core acts as a hub that can communicate with a limited number of

other devices, while the rest IoT devices (with AWS IoT Device SDK installed) are considered only as producers

of events or data streams. Bringing the computation at the extreme edge on a per device level, and benefiting

from the computational resources from cameras and mobile devices (wherever this is possible) is something

that PrEstoCloud aspires to deliver and it is something that it is not available in similar solutions like AWS

Greengrass.

The third important differentiation factor corresponds to the development of the AWS Lambda functions.

The application developer is in charge for statically defining what can be executed on an AWS Greengrass Core

and what on the AWS cloud. On the other side, PrEstoCloud allows the application developer and the DevOps

to properly define their constraints but also provide hints about application fragments that can be executed

either on cloud resources, edge resources or both. From that point on PrEstoCloud is in charge to decide during

run-time (based on the current state of the resources used, the application fragments status and the current

and the predictedworkload) to offload/onload processing tasks on certain (or types of) edge resources to/from

multi-cloud resources. We summarize our findings with respect to the differences and the complementarity

of the two platforms in Table 2.1.

Besides AWS Greengrass that is based on the deployment of serverless functions (Lamdas) at the edge,

using feeds of events delivered throughMQTT protocol, by the IoT devices there is another relevant tool, called

Amazon Kinesis [208]. This tool is relevant to PrEstoCloud since it focuses on efficiently ingesting real-time data

such as video, audio, and IoT telemetry data for machine learning, analytics, and other applications.
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Factor examined AWS Greengrass PrEstoCloud

Supported Cloud AWS OpenStack, AWS, Google Cloud

Computation@Edge Yes, at Greengrass core devices

(Raspberry Pi 3 is a typical exam-

ple)

Yes, at local processing units but

also at devices at the extreme

edge that have adequate proces-

sing capabilities

Communication with Nodes Through MQTT protocol, allo-

wing IoT nodes to report their

state

MQTT

Scalability Support Yes (only through AWS resour-

ces)

Yes (using multiple cloud and

edge resources)

Target Devices Nodes are IoT that only provide

content

Nodes can be some smart devi-

ceswith bilateral communication

Dealing with connectivity pro-

blems

Device shadows; allows devices

to synchronize when connecti-

vity is restored; at least one hub

node (Greengrass Core) should

exist

Spatio-Temporal Library; when

used, services on different de-

vices can have ad-hoc connecti-

vity; full-mesh topology support

Over-the air updates Yes Yes (through JPPF support [112])

Can be used at mobile phones No, but phones can be used as

IoT devices that produce data

Yes, PrEstoCloud agent shall pro-

vide monitoring information and

potentially allow the local execu-

tion of predefined methods

Predictive scaling of resources No Yes

How distributed processing is

achieved?

Execution of Lamda fuctions at

the edge

Distributed processing using a

framework like JPPF

Support for Streaming scenarios Yes, but Kinessis is better suited

for this

Yes

Dynamic Offloading/Onloading

support

No (Lamda fuctions predefine

what will be executed at the

edge)

Yes

Table 2.1: AWS Greengrass vs. PrEstoCloud
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Chapter 3

Context-driven Cloud Adaptivity

In this Chapter, we review existing works related to the core of PrEstoCloud, i.e. the adaptivity of federated

cloud applications. The meta-management layer of PrEstoCloud will leverage a huge amount of meta-data to

provide the adaptivity of the distributed application infrastructure. We will rely of complex event processing

technology to handle the meta-data stream.

We will then focus on the key issue of workload predictions, that will help us to distinguish between tran-

sient issues and real trends that impose to reconfigure some parts of the applications. Lastly, we will review

the existing literature on the many dimensions of cloud adaptivity including scaling possibilities and migration

issues.

3.1 Context Detection & Situation Awareness

Situation Awareness (SA) refers to the “perception of the elements in the environment within a volume of

time and space, the comprehension of their meaning, and the projection of their status in the near future”

[68], [76]. To realize systems for Situation Awareness, individual pieces of raw information (e.g. sensor data)

should be interpreted into a higher, domain-relevant concept called situation, which is an abstract state of

affairs interesting to specific applications. The power of using “situations” lies in their ability to provide a

simple, human-understandable representation of, for instance, sensor data [147]. In the context of dynamic

computing systems, situation is defined as an event occurrence that might require a reaction [3].

In PrEstoCloud, we follow this definition andwewill address situation awareness through

complex event processing technologies capable of processing in real-time a large number

of events generated by a variety of distributed cloud and edge computing resources as

well as other data generating sensors.

Context, in general, can be described as useful and related information that can be used to characterize any

entity and situation in a computing environment [196]. The notion of context-aware computing is generally the

ability for the devices to adapt their behavior to the surrounding environment [2]. This topic has receivedmore

attention in recent years due to the fact that computing devices and computers, especially mobile ones, are

being equipped with multiple and more accurate sensing capabilities than before. Context-detection refers to

the capability of a system to be aware of its physical environment and to respond proactively and intelligently

[1]. The use of context enables services and systems to cope with the dynamic nature of the Internet [215],

[216].

To reflect the varying nature of context and to ensure a universal applicability of context-aware systems,

context is typically represented at different levels of abstraction [149]. At the first level of raw context sour-
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ces there are context data coming from sensor devices, or user applications. At the next levels, context is

represented using abstraction approaches of varying complexity. The work by Bettini et al. [28] reviews mo-

dels of context that range from key-value models, to mark-up schemes, graphical models, object-oriented mo-

dels, logic-based models and ontology-based models. In [234] an ontological model of the W4H classification

for context was proposed, including the five dimensions of context: Who, What, Where, When, and Why.

In practice, we often distinguish context-aware systems in terms of types of applications: mobility context-

awareness, location-awareness and time-awareness. With respect to edge computing contextual information,

many research works focus on battery level, cell connection state and its bandwidth, WiFi connection state

and its bandwidth, Bluetooth state, the congestion level of the connection (RTT) to VMs on the cloud, and the

signal strength of cell and WiFi connection. (see for example [258]).

Relevant to the design of context-aware applications are modeling languages, which take context explicitly

into account. The first such effort was ContextUML a UML-based modeling language which was specifically

designed for context-aware Web service development and applies model-driven development principles; see

[214]. ContextUML considers that context contains any information that can be used by aWeb service to adjust

its execution and output. ContextUML has been adopted for the development of a model-driven platform,

called ContextServ, which is used to develop context-aware Web applications; see [216].

3.2 Complex Events Processing

In today’s digital business age, enterprises are rapidly moving applications to an event drivenmodel to achieve

the speed, agility and responsiveness they need to remain competitive. At the same time, organizations are

dealingwith ever-increasing volumes of data from an ever-increasing number of data-generating sources. They

need to do this so that they can respond to opportunities and threats by capturing the correct context and ta-

king the most appropriate action. Orthogonally to the volume of data is the speed at which the data needs

to be analyzed and the viable time window to act. Not only must they analyze “big data in motion” in “real

time”, they also need technology that delivers “performance at scale” by supporting a wide number of concur-

rent applications while consuming large volumes of changing data. And this must be done in real time so the

business can respond to events immediately. Another important dimension to performance is in the speed of

evolution. Deployed applications are commonly outdated in some way immediately after deployment; new

threats and opportunities arrive second by second, and the ability to react to this simply and quickly provides

an enterprise with a massive advantage.

Event-driven architectures enable digital businesses to detect changes in circumstances, discern the impact

of those changes and respond quickly. These architectures enable businesses to exploit opportunities and

forestall threats that are often nestledwithin events. These key attributes are summarized as “monitor, analyze

and act”. The events go through the CEP engine, where there are analyzed. The results are immediately usable.

Figure 3.1: Event stream processing
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CEP is already matured technology and the current commonly used solutions are there for many years.

There were many acquisitions, so that the best engines are finally owned by best (software) vendors. His-

torically, CEP was seen as the real-time pattern detector, i.e. the system that increases so called “real-time

situational awareness”. The detection is done through the so-called CEP engine, i.e. a pattern-recognition soft-

ware that does fast and in-memory matching between input streams and a pattern representing a situation of

interest. Situations of interest are represented as complex event patterns, which are formalized in a language

specific for the selected CEP engine. As input, Complex Event Processing takes streams of real-time data which

can be very intensive, since the CEP engine is designed for very fast computing: amatching situation of interest

should be detected within milliseconds. Although this definition is still valid, there is a change in the definition

of the concept of “situation”. Indeed, the “situation” has becomemore complex than that what can be usually

described with a “traditional” complex event pattern.

Figure 3.2: General Complex Event Processing

The general architecture presented in Figure 3.2 is usually suitable for detecting situations which are less

challenging, being represented through relatively simple patterns (e.g. those that depend on a direct compa-

rison of the values in input streams). Indeed, basic CEP brings the value for detecting interesting situations,

but not really for creating real-time situational awareness, due to too simplistic representation. For example,

it is possible to detect easily that the speed of a user is decreasing in a short period of time, but it is much

more difficult to define when the number of users are slowing down in an (moving) area, although this latter

request seems not much more complicated than the first one. Indeed, the difference is coming not from the

complexity of the particular conditions, but rather from the complexity of the pattern as a whole. This is usu-

ally resolved through introducing processing pipelines which connect isolated computations into a complex

detection process.

Event Processing Networks (EPNs) [73] are the next level of abstractions, which represent networks of

processing elements that altogether generate a value for the user. They can be rather simple or have a more

complex structures. The main issue is that not only one CEP processing step, but rather many of them can be

connected, which increases the processing power, and also introduces a huge issue with the synchronization

of different processing steps. Those are processed by event processing agents which create further events that

are relevant to event consumers.

One of themodern processing structureswhich reflects EPN nature is Storm [22], illustrated in Figure 3.3. A

spout is a source of streams in a topology. Generally, spouts read tuples from an external source and emit them

into the topology. All processing in topologies is done in bolts. Bolts can do anything from filtering, functions,

aggregations, joins, talking to databases and more. Bolts can thus do simple stream transformations. Doing

complex stream transformations often requires multiple steps and thus, multiple bolts.

3.3 Workload Prediction

3.3.1 Existing Algorithms

There are several approaches for predictive monitoring in computing systems and equipment, both from the

academic literature as well as from commercial vendors. An example of the latter is the Accenture predictive
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Figure 3.3: Storm topology (source: [22])

monitoring solution (www.accenture.com), which extracts sensor information from equipment, control sy-

stems and business systems, and then uses analytical models to predict equipment faults and suboptimal

performance before the equipment fails. Dean et al. [56] proposed an unsupervised behaviour learning for

predicting performance anomalies in virtualized cloud systems. Sharma et al. [212] addressed the problem

determination and diagnosis in shared dynamic clouds, while Guan & Fu [86] developed an adaptive anomaly

identification approach by exploring metric subspace in cloud computing infrastructures. In summary, there

is an active research stream employing predictive models for detecting cloud infrastructure shortcomings or

anomalies but there has not been to date an approach that combines predictive capabilities with the ability to

recommend cloud resource adaptations.

3.3.2 Scalable Predictions

Oneof themain drawbacks of the prediction algorithms is the scalability. In this Sectionweprovide an overview

of algorithms which can be used for scalable predictions (in the case of big data scenarios).

Machine learning algorithms represent a group of algorithms which learn (create a model) out of data,

based on optimization of some cost function [218]. We make a distinction between:

• supervised algorithms – which create a model using labeled data

• unsupervised algorithms – which create a model using unlabeled data

Examples of supervised algorithms (Figure 3.4) are classification and regression, while clustering and di-

mensionality reduction belong to the group of unsupervised techniques (Figure 3.5).

Figure 3.4: Supervised algorithms (work with labeled data)
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Figure 3.5: Unsupervised algorithms (work with unlabeled data)

Classification algorithms use labeled training data to generate a model which will be able to predict la-

bels of unseen data. Algorithms such as Logistic regression, KNN (K nearest neighbors), SVM (support vector

machines), decision trees and NN (neural networks) belong to this group.

Regression algorithms (such as Linear regression) try to predict values of dependent variable based on

values of one or more independent (explanatory) variables.

Time series prediction (forecasting) represents an important area of machine learning with application

in many different domains. Comparing to “traditional” (non time series) datasets, time series are specific in

having dependence between observations – a time dimension. This time dimension provides structure and is

a source of additional information that must be taken into account. An example of time series forecasting is

given on Figure 3.6. The original time series is given in blue and is splitted into two parts, training part and test

part. Predictions for the training data are given in green, while predictions on unseen data are given in red.

We can see that predicted values are pretty close to the original values, implying that the prediction model is

doing a good job.

Figure 3.6: Time series forecast example

Time series can be decomposed into 4 components:

• Level: the baseline value of a series
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• Trend: could exist and represents linear increasing or decreasing behavior of the series over time

• Seasonality: could exist and represents repeating patterns of behavior in the series

• Noise: could exist and represents variability which cannot be explained by a model

Hence, time series values can be presented in the following way:

time series = level+ trend+ seasonality+ noise

3.3.2.1 ARIMA

A popular and widely used statistical method for time series forecasting is the ARIMA model [34].

ARIMA stands for Autoregressive Integrated Moving Average and it is a generalization of AutoRegressive

Moving Average and adds the notion of integration. Features of the model are:

• AR – Autoregression, uses dependent relationship between time series observation and a certain num-

ber of lagged observations

• I – Integrated, uses differencing of raw observations (data values are replaced by difference between

their value and their previous value)

• MA – Moving Average, uses dependency between an observation and a residual error from moving

average model

Parameters of ARIMA model are:

• p – the number of lag observations included in the model

• d – differencing degree (number of times observations are differenced)

• q – moving average window size

Combination of these three concepts makes this a very powerful algorithm. Results are also more intuitive

than in case of neural networks, which are usually treated as black boxes. It is also possible to eliminate one

of this steps, e.g. ARIMA (1, 0, 1) would perform the same as ARMA, that is, without differencing.

3.3.2.2 Seasonal ARIMA

Seasonal ARIMA [185] adds the notion of seasonality to standard ARIMA, making it even more powerful. It

enables not to look only at last N consecutive values, but to observe values from last M periods (e.g. at the

same time last day, week or month). This adds 4 new parameters to the model, so now we have

ARIMA(p, d, q)(P, D, Q)m

where (P, D, Q)m corresponds to seasonal part and m is the number of periods per season. It is always chal-

lenging to determine parameters of a machine learning model. Concretely, in the case of ARIMA and Seasonal

ARIMA models ACF (Autocorrelation Function) and PACF (Partial Autocorrelation Function) diagrams are used

(figures 3.7 and 3.8, respectively).

These plots can be very useful and informative, but do not provide a concrete answer about the parameters

of themodel. For that reason numerical methods such as the ones based on Akaike Information Criterion were

developed.
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Figure 3.7: Determining lags using ACF

Figure 3.8: Determining lags using PACF

3.3.2.3 VAR

One limitation with previously described models is that they consider only univariate date. We often track

multiple parameters at the same time (multivariate) and we would like to be able to forecast values of each

of them. VAR (Vector AutoRegression) [100] is one of the algorithms which can be used for such purpose. In

case of multivariate time series values of one parameter depend on its previous values, but also on previous

values of other parameters.

All variables are treated symmetrically and modeled as if they influence each other equally (variables are

treated as “endogenous”. VAR model is a generalization of the univariate autoregressive model for forecasting

a collection of variables – vector of time series. Parameters are learned for each parameters and predicted

based on its previous values and previous values of other parameters. An example in case of two variables and

one lag is given with the following formula:

y1,t = c1 + φ11 y1,t−1 + φ12 y2,t−1 + e1,t
y2,t = c2 + φ21 y1,t−1 + φ22 y2,t−1 + e2,t

Here e1,t and e2,t represent white noise processes. Coefficients φii,l represent the influence of l-th lag of

variable yi on itself, and coefficient φij, l represents the influence of l-th lag of variable yj on yi. If the series
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is stationary we can fit VAR directly. If the series are non-stationary we first differentiate them to make them

stationary and then fit VAR. Fitting procedure follows the principle of least squares.

When using VAR we need to determine:

• Number of variables to forecast (K)

• How many lags should be included (p)

Number of parameters to fit is equal to 1 + pK per equation. Hence, it is useful to include only variables

which are correlated to each other and as such useful to forecast each other. One of the approaches used to

determine these parameters is Akaike Information Criterion, as in the previous case.

An example of forecasting two parameters (consumption and income) using VAR with lag 3 is given on

Figure 3.9.

Figure 3.9: Example of VAR usage for prediction of two parameters (source: [100])

3.3.2.4 Neural Network Based Predictions

It is possible to phrase a time series prediction problem as a regression problem [35] and use artificial Neural

Networks (Figure 3.10) to train a model which can be used to perform predictions. An example of an artificial

(feed forward) neural network is given on Figure 3.10. This neural network has an input layer, a single hidden

layer and an output layer. There are 6 inputs, 4 outputs and 9 neurons in the hidden layer. As with regular

regression the dataset would be split into train and test datasets. At the moment t we want to take last N
observations into account to predict the observation at the moment t + 1. In this case N represents the

window size and represents a parameter which can be tuned depending on the use case. Sliding window

would be used to create training instances out of original observations. For example, in the current moment

(t) we might predict the value at the next moment in the sequence (t + 1) based on the current value (t), as
well as the two prior values (t− 1 and t− 2). As we observe this as a regression problem the input variables

would t− 2, t− 1 and t, while the output variable is t+ 1.
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Let us consider the following example.

x0, x1, x2, x3, x4, x5, x6, x7, x8

In case of our example where window size is 3, we would create following set of instances:

x0, x1, x2, x3

x1, x2, x3, x4

x2, x3, x4, x5

x3, x4, x5, x6

x4, x5, x6, x7

x5, x6, x7, x8

x6, x7, x8, x9

Dependent values are bolded. This dataset would be then fed to our neural network which would produce a

model for predictions. Window size is one of the parameters which should be considered, while the neural

network architecture (number of layers and neurons in each layer) is another thing to have in mind. There are

two basic layers (input and output) and an arbitrary (minimum 1) of the hidden layers.

Figure 3.10: Example of an artificial neural network

There are many implementations of neural networks which can be used, such as Theano, Torch, Caffe and

TensorFlow.

3.3.2.5 Recurrent Neural Network (RNN)

Recurrent neural network is a class of neural networkswhere connections between the neurons formadirected

cycle (loops). Figure 3.11 shows a part of a recurrent neural network, where loop allows information to be

passed from one step of the network to the next one [168].

A recurrent network can be presented as multiple copies of the same network, where each part is passing

information to a successor [23]. Unrolled recurrent neural network is given on Figure 3.12.

Plain recurrent neural networks do not work well in case of “long-term dependencies”. During backpropa-

gation and gradient calculation two situations can happen -– vanishing gradients (due tomultiplication of large
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Figure 3.11: Part of a recurrent neural network

Figure 3.12: Unrolled view of recurrent neural networks

number of small values) and exploding gradients (due to multiplication of large number of large values). To

overcome this a new kind of RNN’s was developed –- LSTM’s.

3.3.2.6 LTSM

LSTM (Long Short TermMemory) networks represent a special kind of RNN, able to learn long-term dependen-

cies. LSTM’s unlike traditional RNN’s don’t have the vanishing gradient problem and they use backpropagation

Through Time. LSTM’s are very popular in the area of speech recognition and handwriting recognition. Instead

of neurons, LSTMnetworks havememory blocks that are connected through layers [36]. A block contains gates

that manage the block’s state and output. There are three types of gates withing a unit:

• Forget Gate – conditionally decides what information to throw away

• Input Gate – conditionally decides which values from the input to use for the update of the memory

state

• Output gate – conditionally decides what to deliver as output based on input and the memory of the

block

Each unit represents a state machine, where the gates of the units have weights that are learned during trai-

ning. An illustration of one cell in LSTM network is given on Figure 3.13.

These cells are combined into a LSTM network. An example of such one-layer network is given on Fi-

gure 3.14 with gradient flow given in red.
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Figure 3.13: LSTM cell

Figure 3.14: LSTM network and gradient flow

3.3.3 Conclusion

We have analyzed different methods for time series forecast. Several methods exist, each having its strengths

and weaknesses. Choice of appropriate method depends highly on data being analyzed. When predicting one

stationary parameter AR, or ARMA methods might suffice. If the time series is not stationary integration is

needed, hence ARIMA would be more appropriate as it adds the step of differentiation, making time series

stationary. If seasonality exists Seasonal ARIMA would provide most benefit.

On the other hand, in case we need to forecast more than one parameter at the same time we might use

VAR or Recurrent Neural Networks. If we decide to use RNN’s it would be best to use Long Short TermMemory

networks, to avoid problems such as vanishing and exploding gradients. Hence, we can conclude that there

are enough methods to cover most of use cases and the choice of the concrete method will depend on the

concrete use case.

3.4 Cloud Adaptivity

In the following sections, we are discussing research domains and efforts that relate to methodologies and

technological approaches for, reactively or proactively, adapting aspects of cloud offerings, based on internal

or external triggers with the objective to optimise their operation. Cloud adaptation refers to the process of

dynamic selecting and configuring the cloud resources (such as CPU, memory, storage or networking) that are

necessary to provide a servicewith the desired quality attributes. Adaptivity in big data-driven cloud infrastruc-

turesmanifests primarily in two layers: the first layer refers to changes that can be performed to the processing

topology and the virtual resources available. The second layer refers to changes that can be performed in real

time to application-specific code on end devices.
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3.4.1 Cloud Resource (re)Configuration

Today, many applications are deployed in public or private cloud infrastructures. Virtualization technologies

have helped to lower the cost and increase the flexibility of cloud services by enabling the efficient utilization

and sharing of computing resources. The objective of this section is to identify recent research about “cloud

resource configuration” techniques and technologies that further optimize the benefits of cloud computing.

The term “cloud resource configuration” refers to the process of dynamic selection and adaptation of the

cloud resources (such as CPU, memory, storage or networking) that are necessary to provide a service with the

desired quality attributes. Cloud resource configuration can be performed using open standards and APIs such

as OCCI [167], CIMI [44], TOSCA [166] or proprietary but widely used APIs like Amazon Web Services [20].

3.4.1.1 Resource Adaptation Objectives

Jennings et al. [113] in their survey point out the fact that in cloud-computing may exist different types of

actors which have different objectives. Cloud Providers provide services (e.g. cloud infrastructure) to cloud

users (e.g. DevOps). Cloud users provide services to end users (e.g. a web-based application). In IaaS or PaaS

context, cloud providers agree on certain SLAs and Service Level Objectives (SLOs) with cloud users. There

are many categories of SLAs [132]. According to the authors, more relevant to resource management are

the SLOs that are quantifiable (like those that are related to performance and availability). SLOs sometimes,

depending on the definition of the SLA,may be satisfied up to a certain possible degree, when other constraints

must be satisfied simultaneously. Cloud providersmay pursue additional objectives that are important for their

business such as energy useminimization and fault tolerance, in some cases in a prioritizedmanner depending

on the context (e.g. prioritize low energy use when the total workload is not high). Cloud users have SLAs with

their customers. In order to satisfy them they agree SLAs with cloud providers but they may have additional

objectives (such as minimizing the risk of violating SLAs with end users by using multiple cloud providers).

3.4.1.2 Resource Adaptation Functions

Jennings et al. [113] in a recent survey of over 250 publications about resourcemanagement relevant to cloud-

based infrastructures recognize four categories of enabling technologies: “Infrastructure Scaling”, “Virtual Ma-

chine Migration”, “Virtualization” and “Equipment Power State Adjustment”. In their perspective the resource

management functionalities can be distinguished according to the type of actor that is involved in resource

configuration activities. End users are only responsible for creating the workload to the cloud application and

thus are only indirectly involved in the cloud configuration. Cloud users provide applications or services to

the end users by utilizing the infrastructure that cloud providers offer. Each actor type has different objecti-

ves and can intervene to the system by using different layers of cloud configuration functionalities. Among

the challenges that the authors recognize belong to: (i) the way to achieve predictable performance for cloud

applications knowing that the cloud resources are shared between different applications; and (ii) the way to

globally manage different types of resources (compute, storage, networking, etc.) in an orchestrated way in

order to achieve “Global Manageability of Cloud Resources”.

Rajiv et al. [197] summarize the different types of attributes (cores, speed, capacity, etc.) that can be

configured and orchestrated in cloud infrastructure resources (CPU, BLOB storage, network, etc.) according to

its type (IaaS, SaaS, PaaS) and the operations that can be applied to each attribute (start, stop, restart, etc.).

This work not only describes the cloud resources as the ontology in Youseff et al. [252] but it attempts to

identify the way a cloud-based infrastructure can be programmed in order to achieve its goals.
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3.4.1.3 Horizontal or Vertical Scaling

A cloud-based application execution environment can be scaled horizontally or vertically. Horizontal scaling

refers to the ability to add more nodes (also known as scale-out) of the same type (in terms of resource confi-

guration such as CPU andmemory) to a cluster. Vertical scaling refers to the ability to assign more resources to

a server (also known as scale-up). When the application does not need the resources the opposite actions can

be performed (i.e. scale-in or scale-down). If a platform allows both horizontal and vertical scaling then it sup-

ports hybrid scaling. Horizontal scaling is feasible or more adequate when the application has the capability to

detect new instances of itself in an automatic or semi-automatic manner. If the application stores data it must

be able to execute in an efficient way complex replication mechanisms in order to run in additional nodes. In

order to achieve horizontal scaling many times it is also required to include external load-balancing services

and thus make the deployment of the application more complex. Therefore horizontal scaling is supported

only by some types of applications. On the other hand vertical scaling of VMs is more adequate for applica-

tions which are not designed for (automatic) horizontal scaling, since resources like CPU, RAM or storage can

be dynamically added. Nevertheless, vertical scaling also dictates the need for support by the scaled applica-

tion. For example, applications that are executed in a Java Virtual Machine (JVM) cannot alter the Java heap

size without restarting the JVM when they are vertically scaled. In Figure 3.15 Vaquero et al. [238] depict the

available application scaling mechanisms.

Figure 3.15: Summary of available mechanisms for holistic application scalability (source: [238])

Scaling of the cloud infrastructure can be controlled by a dedicated software. In this case the term auto-

scaling is used. Chenhao et al. [194] in a recent and extensive review paper identifiesmany auto-scaling techni-

ques and identifies the type of scaling that each one uses (horizontal, vertical or hybrid). Moreover, he provides

a taxonomy of the challenges that the different publications about auto-scaling are tackling and the methods

that they use. In addition, live vertical scaling must be supported by the hypervisor and the guest operating

system. Turowski et al. [235] compare the vertical scaling capabilities of five guest operating systems (Linux-

based and Windows) and four hypervisors (KVM, VMware, Xen, Hyper-V) that can be used in Openstack.

Recently, the concept of combining service autoscaling with Operating System – level virtualization has

been more popular in research, as containers provide more flexibility than found on traditional virtual machi-

nes. For this reason there have been studies outlining the flexibility and the speed of architectures based on

containers.
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Kukade et al. [129] propose the adoption of amaster-slave architecture in order to implement a service ba-

sed on containers. The slaves are nodes where containers can be deployed, while the masters are responsible

for routing incoming requests to running containers. The architecture is scaled up or down, depending on the

relation of the memory load or HTTP requests with the respectively defined thresholds. In a modern platform

such as PrEstoCloud, it is necessary to consider the collection of additional metrics, so that more meaningful

scaling decisions can be taken.

Jarzab et al. [111] propose a platform design based on the Service Oriented Infrastructure paradigm, which

can be used by modern computing infrastructures. It supports adaptable provisioning with lightweight virtu-

alization, which was presented on a complex case study for provisioning JEE middleware on top of the Solaris

10 lightweight virtualization platform (containers). The platform requires the specification of SLA for user ap-

plications, the creation of manageability endpoints, and the definition of adaptation policies to provision an

application service. These are used by the Adaptation Management module that implements monitoring,

analyzing, planning and execution (MAPE) activities in a control loop. In this implementation, the module

supports reasoners based on Drools, Jess, PMAC policy languages and uses a rule engine, which supports a

scalable pattern-matching algorithm. The rules that are evaluated as true, trigger actions to be performed.

In PrEstoCloud, we will consider the use of containers alongside Virtual Machines, in order to provide better

control over the execution of the applications.

Hoenisch et al. [99] present a multi-objective optimisation model that aims to assist scaling in a cloud

platform. The authors assume that the platform to be scaled is based on VMs, and that containers are used in

order to provide flexibility on the allocation of resources of a VM among tasks. The model aims to minimise

the total leasing cost of the VMs while at the same time prioritising container deployment on VMs that have

already downloaded the data required for container startup, and have free resources. The model includes

terms whose value can be adjusted by the user, in order to emphasize the usage of already existing VMs, and

to avoid overprovisioning. However the software used to find a solution to the problem (IBM Cplex) is a closed

source product, which is a limitation for an open-source software platform.

Marian et al. [204] propose to carry out load balancing on container based setups using a swarm model

based on “pheromone” robots. Swarm models utilize a large number of unintelligent actors in order to pro-

duce complex global behaviours. In the case outlined, each node is assigned a “pheromone” value p, which
is calculated taking into account the number of containers that are scheduled for execution, as well as the

number of hosts that can be deployed. The final value describes the probability of migration of a container

to (p < 0) or away from (0 < p < 1) this node. This probability is evaluated on set time intervals by each

OpenVZ container, which – when necessary – asks the host to migrate it to another execution host. Finally,

after a number of periods the system converges to equal load, providing a decentralized method to establish

a balanced architecture. However, in PrEstoCloud we aim not only to provide simple load balancing assuming

a single type of container and a single task, but also define richer execution policies, that will be capable of

making seemingly “unfair” recommendations.

3.4.1.4 Live Migration

The second significant type of resource adaptation function refers to virtualmachine or container livemigration

as it is explained in the following sections.

Virtual Machine Migration

In a cloud-based environment applications run in isolated Virtual Machines. Many virtualization technologies

allow serializing VMs in files that include the current state of the system, stopping them and restarting them

in a different Physical Machine (PM). This process is called VMMigration. There are methods to stop, transfer

and restart a VM in a different VM, without letting the user executing the application sense any (notable)

interruption of it. If this objective is achieved then the process is called VM Live Migration. VM migration and
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live migration can be used in a cloud environment in order to move VM instances to PMs with more resources

(in order to be possible to scale them vertically), to consolidate VMs in less PMs (and thus achieve better

resource utilization) or to substitute a PM that has hardware or network connectivity problems with another

one without disrupting the services that it runs or losing data. There are several approaches that use live

migration either for resource consolidation or to handle increasing workloads [37], [95], [162].

Most approaches for live migration assume that storage (or block devices) is shared between all PMs that

belong to a cloud infrastructure and thus their live migration technologies solve only the problem of moving

memory and device state between machines. Mashtizadeh et al. [151] describe and compare three different

techniques for Live StorageMigration (Snapshotting, Dirty Block Tracking and IOMirroring). Live storagemigra-

tion is important for enterprise users because it improves VMmobility, allows the maintenance of storage ele-

ments without downtime and enables automatic storage load-balancing. The main live VM migration techni-

ques are “pre-copy” and “post-copy” migration. There are also many optimized versions of them. Kapil et al. ,

in their survey [118], describe and compare different approaches for live migration which aim to reduce the

migration time and the amount of data that is transferred with compression [58], [114], [224] or deduplication

[6], [58], [202], [248].

VM (live) migration has the drawback that it consumes resources of the source and destination physical

machines and thus degrades the performance of all VMs that run in the involved PMs whether being migrated

or not. Approaches like the one of Deshpande et al. [57] try to eliminate the resource pressure during live

migration with their agile migration method.

Container Live Migration

Container Live Migration is supported on some platforms (e.g. OpenVZ) [180], however others – including

Docker [59] – have not reached this level of maturity yet. At present, Docker offers experimental support for

check pointing a running container on the disk, and restoring it to memory using CRIU [51] – however this

cannot be done reliably in different environments. Furthermore, currently there are not extensive research

results on this field, as the emphasis has been traditionally placed on livemigration of VM’s. The research work

that has been already published emphasizes the case where the destination node has already been decided

beforehand, and is known to the system [150], [213], [253]. Wikipedia [247] provides a comparison table

concerning the different technologies implementing OS-level virtualization. It can be clearly noticed that live

migration off-the-shelf is only supported by a few proprietary technologies, and the only open-source solution

(OpenVZ) is available only for Linux containers, on Linux hosts.

Machen et al. [150], present the layered migration framework, as a three-layered architecture, able to

model the execution state for every container, which they implement separately on top of the open source

KVM virtualization technology and on top of the open source LXC containerization technology. The first layer

contains a configured base image of an operating system, the second layer contains the main app deployed

on the container at an idle state, and the third layer contains the current state of the execution. They propose

the caching of the first two layers in mobile edge clouds (cloud-like infrastructures in close proximity to the

users), so that the latency associated with the download of the image can be zeroed. As a result only the final

layer is required to be transmitted, which leads to much shorter downtime both in the cases where VMs or

containers are used. A similar approach, which focuses on copying only the read-writer layer used by Docker,

having copied the rest of the layers in advance, was followed by Cui et al. [54]. The main problem in both cases

is the minimization of the data to be transferred during the last step of the migration, so that a stop might be

unperceivable.

In this context, Harter et al. [91] proposed a modified Docker implementation, that can lower the time

overhead associated with starting a new container. Their architecture modifies the classic setup of Docker

which is based on a local disk, in favour of a proprietary Tintri StoreNFS solution [231], whilemaintaining similar

performance during service execution. Each container uses a single-layer Ext4 filesystem in lieu of amulti-layer

AUFS filesystem which was the original filesystem employed by Docker. This design leverages block-level copy-
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on-write (rather than file-level which is the case with AUFS) – a feature provided internally by Tintri Store –

and eliminates the performance problems identified by the authors as being related to layered filesystems.

Since the filesystem has moved to a network-storage setup, there is no longer a need for container data to

be transmitted across the network to a local disk, but instead all operations are carried out on the Tintri Store

itself and onlymetadata is communicated. Finally, the authorsmodified the code regarding container creation,

and extended the loopback module API of the Linux kernel, in order to avoid unnecessary disk operations and

exploit common cache sharing between containers originating from the same Docker image. The solution

proposed or parts of it could be considered for implementation in PrEstoCloud in an open-source form, as part

of the centralized processing architecture.

Yu et al. [253] take a different path to container livemigration emphasizing the logging-and-replay approach

over the pre-copy and post-copy traditional alternatives. Instead of iteratively copying the modified memory

regions (pre-copy), ormigrating the container using a phased approach (post-copy), the authors recommend to

initially copy only a base image reflecting execution state at the time the live migration procedure is initiated.

Then, in order to compensate for the activity of the container until the migration actually takes place, the

execution events are logged using Revirt [41] and are iteratively sent for playback to the container that will

take over. When the log file size drops below a threshold, the source container is frozen, the last log file is

transmitted and the destination takes over execution.

3.4.1.5 Decision Making in Cloud Resource Configuration

Decision making in the context of cloud resource (re-)configuration has been supported by many theories and

mathematical tools. It can be proactive or reactive. Reactive decisionmaking responds to changes in the cloud

infrastructure that have been already realized and detected. Proactive decision making tries to predict the

future state of the cloud infrastructure and takes it into consideration.

The review paper of Lorido-Botran et al. [8] identifies and compares five categories of approaches for deci-

sionmaking in auto-scaling: Threshold-based rules, Reinforcement learning (RL), Queuing theory (QT), Control

theory (CT) and Time series analysis (TS). Gandhi et al. [79] identify five similar auto-scaling approach catego-

ries: Predictionmodels, Control theoretic techniques, Queueing-basedmodels, Black-box and Grey-box appro-

aches. Black box models use machine learning or statistical methods for decision making in order to overcome

the problem of modelling the cloud application using expert knowledge. Grey-box models are hybrid approa-

ches that use models in combination with machine learning [79]. Chenhao et al. [194] support in their review

paper that, according to the bibliography, resource estimation in horizontal or vertical auto-scaling can be per-

formed using Rules, Fuzzy-Inference, Application-Profiling, Analytical Modelling, Machine Learning or hybrid

methods. Analyticalmodelling according to the authors includesQueuing Theory andMarkov Chains. Machine

learning includes Reinforcement Learning and Regression. Regression is applied in auto-scaling techniques that

use Time-series Analysis or Control Theory. Based on the above observations, we conclude that they use simi-

lar or overlapping categorization methodologies for the decision making approaches. In the next paragraphs,

we present some of the most interesting approaches in this domain.

Rule-based decision making can be found in commercial auto-scaling systems like AWS Auto-Scaling ser-

vice [19] or RightScale [201]. Relative simple rules that can be triggered by a set of performance metrics are

easier for the (DevOps) user to understand and set-up. Usually rule-based systems are reactive but there also

proactive auto-scaling approaches which use rules. In [148] the authors examine nine approaches that use ru-

les for auto-scaling. Most approaches are reactive but according to the authors those that are proactive com-

bine rules with queuing theory [39] or time-series analysis [130]. Rule-based decisionmaking has been applied

for both horizontal and vertical scaling. The most approaches use conditions based on CPU load but some use

additional metrics like memory, I/O rates, response time or network performance metrics (bandwidth, delay,

and jitter). Lorido-Botran et al. [148] propose the use of dynamic thresholds which are automatically modified

as a consequence to SLA violations. Dynamic thresholds are used also by Lim et al. [145]. As stated by Chenhao
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et al. [194] rule-based decision making requires deep understanding of the application dynamics in order to

determine the right actions and triggering conditions, factors that can significantly affect the performance of

the auto-scaling [5]. An advanced form of rule-based decision making is the utilization of fuzzy inference [78],

[135]. With fuzzy inference numeric thresholds can be substituted by linguistic terms like ”low”, ”medium”,

”high” which may be easier understood by humans. Fuzzy rules that can be learned dynamically in runtime

[109], [133], [251] have been used for auto-scaling in order to overcome the problem of manual designing

fuzzy rules.

Queuing theory studies with mathematics waiting lines, or queues. A cloud application which runs on a

variable number of servers can be modelled as a queue of requests. With queuing theory we can estimate the

necessary resources (e.g. number of servers) that are required to process a workload with specific size. Reque-

sts which are not processed can be buffered and thus delayed. For example Ali-Eldin et al. [9] model the cloud

infrastructure as a G/G/N stable queue where the variable N denotes the number of servers (VMs) required

to process a specific workload. When the workload increases VMs can be added and when it decreases they

can be removed. Requests which cannot be processed by the available number of servers are buffered. The

number of the buffered requests is used as criteria to add more VMs. There are several approaches that use

queuing theory. Lorido-Botran et al. include in their review [148] five approaches. According to the authors

they have been used only for horizontal scaling (proactive or reactive). Some other approaches use multiple

queues. Urgaonkar et al. [236] use one queue per server in a network of queues in order to model the cloud

infrastructure. Zhang et al. [256], Han et al.[67] and Bacigalupo et al. [24] model multi-tier applications with

multiple queues. Similarly Chenhao et al. [194] include in their review approaches that abstract the cloud ap-

plication as a single queue, approaches that use a queue for each server and hybrid methods. As stated by

the authors [148] queuing models are not the best option for general purpose auto-scaling systems because

they impose a fixed architecture. Any change in the architecture (for example in the pool of available resour-

ces) requires solving the queuing model with analytical tools or numerical methods which is a computationally

expensive task.

Reinforcement Learning (RL) is amachine learningmethod. Approaches that use RL learn themost suitable

action for each state of the system based on experience which is acquired by an agent that interacts with the

system following trial and error methods. With RL the auto-scaling can be performed without providing hard-

coded rules. In order to perform RL wemust define all possible actions (usually different types of horizontal or

vertical scaling), a cost (or reward) function which often is associated with the cost of the cloud resources and

all the possible states of the system. Depending on the type of scaling that is supported by the approach the

state space can containmultiple combinations of the number of the VMs, the amount ofmemory, theworkload

size (in terms of response time), the CPU load and other parameters. Lorido-Botran et al. [148] review eight

approaches that use proactive decision making for both horizontal and vertical auto-scaling with RL. All of

them support only one type of scaling (horizontal or vertical). According to the authors there are three types

of difficulties when designing an auto-scaling method which is based on RL: (i) bad performance during on-

line training (for long time); (ii) computational complexity due to the large number of possible states (curse of

dimensionality); and (iii) undesired bad performance when the environment changes. There are approaches

that try to overcome these problems with different methods [27], [30], [64], [65], [199], [227].

Control Theory is also a tool that has beenused extensively in auto-scaling. Lorido-Botran et al. [148] review

twelve approaches that are based on Control Theory. In these approaches some kind of controller automati-

cally adjusts the resources of the cloud infrastructure (e.g. the number of VMs or the memory of the VM) in

order to maintain the value of an output variable (e.g. response time or CPU load). Some of these approaches

are applicable to horizontal scaling and some to vertical scaling but none to both. There are different kinds of

controllers. Proportional Integral Derivate (PID), Proportional Integral (PI) and Integral (I) controllers belong

to the category of fixed gain controllers. Fixed gain controllers are simpler to implement and thus preferred

by some authors. Zhu et al. [259] use a PID controller, Park et al. [184] use a PI controller and Lim et al. [145]

use an I controller to configure the resources of a cloud application. Fixed gain controllers have the disadvan-

tage that they remain fixed during the operation of the cloud application. In order to overcome this limitation

some authors use adaptive controllers [8], [9], [25], [183]. A controller in order to properly operate, it requires
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a formal model (named either transfer function, state-space function or performance model) that associates

the input variables with its output variable. PID controllers use linear transfer functions but other types of

controllers use non-linear approaches. A controller can be Single-Input Single-Output (SISO) or Multiple-Input

Multiple Output (MIMO). Padala et al. [183] use a MIMO controller which allocates the amount of multiple

virtualized resources (CPU and disk I/O in multiple physical machines which run VMs) in order to achieve the

desired performance metrics (or SLOs). Other performance models that have been used are based on Kalman

filters [117], Splines [25], Guasian Process Regression [81] or Fuzzy models [134], [246], [249].

3.4.2 Application Fragmentation & Refactoring

Cloud services characteristics (service properties such as price, availability, response time, etc.) can change at

any time during the application execution. Hence, there is a need to support the adaptation of applications in

such dynamic conditions, in order to ensure that the cloud services currently provided to deployed applications

adhere to the established requirements. Cavalcante et al. [40] developed an autonomous adaptation process

for cloud-based applications by replacing a service by an alternative one that fulfils the application needs and

describe the adaptation process within the Cloud Integrator, a service-oriented middleware platform for com-

posing, executing, and managing services provided by different cloud platforms. Inzinger et al. [105], [106]

proposed a provider-managed, model-based adaptation approach for cloud computing applications, allowing

customers to specify application behaviour goals or adaptation rules, thus actively engaging the application

refactoring process. There are also recent agent-based efforts that try to fuse adaptivity in cloud resources

usage. For example, Comi et al. [50] present an approach based on agent cloning, i.e. a mechanism of agent

reproduction allowing providers to substitute an “unsatisfactory” agent acting in a “cloud context” with a clone

of an existing agent having a suitable knowledge and a good reputation in the multi-cloud context.

Another stream of work focuses on application migration approaches. Gholami, Mahdi Fahmideh, et

al. [82] published a detailed survey of cloud migration approaches. The authors revealed that little work

exists that provides a mean to design situation-specific approaches with respect to the characteristics of a

migration project. Supulniece et al. [103] described methods used for enterprise application decomposition

for cloud migration projects. Their work distinguishes between four decomposition phases: fact extraction,

pre-processing, clustering / component classification and post-processing. Methods for fact extraction include

static, dynamic and semantic code analysis as well as dynamic SQL analysis. Pre-processing includes similarity

evaluation, trace compression, rules, classification, code cleansing and concept assignment. Clustering and

component identification is typically done with clustering methods as well as rules. Finally, post-processing

refers to evaluation methods using rules, refinement as well as optimisation and layer identification.

A methodological approach for cloud migration has been developed by Jamshidi et al. [110] based on (i) a
catalogue of fine-grained service-based cloud architecture migration patterns that target multi-clouds, (ii) a
situational migration process framework to guide pattern selection and composition, and (iii) a variability mo-

del to structure system migration into a coherent framework. The proposed migration patterns are based on

empirical evidence from several migration projects, best practice for cloud architectures and a systematic lite-

rature review of existing research. The methodology allows an organization to (i) select appropriate migration

patterns, (ii) compose them to define a migration plan, and (iii) extend them based on the identification of

new patterns in new contexts. The patterns are at the core of our solution, embedded into a process model,

with their selection governed by a variability model.

A cloud migration strategy recommender method is proposed by Bonab et al. [31]. The main rationale

behind this method is to provide easy and fast recovery from failed components or replacing the required

functionality of the legacy software with the reliable cloud services. In this paper a semi-automated reverse

engineeringmethod based on the clustering algorithms is proposed to recommend the bestmigration-to-cloud

strategy. The recommendation is based on four defined metrics: the extent of effort required for reengineer-

ing, maintenance costs, achieved availability and the number of cloud services that are used.
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Kwon and Tilevich [131] proposed an application refactoring approach based on a recommender tool that

computes the coupling metrics for all the classes in a legacy application and then displays the classes that

are least tightly coupled. Accessing the functionality represented by these classes from a remote cloud-based

service should impose only a limited performance penalty on the refactored application. The approach levera-

ges two recommendation mechanisms: profiling and clustering-based recommenders. (i) The profiling-based
recommender engages a static program analysis and runtime monitoring to collect program information. By

combining the class couplingmetrics collected through both static analysis and runtimemonitoring, the recom-

mendation algorithm then suggests a subset of an application that can be transformed to cloud-based services.

The profiling-based recommender sorts application classes based on their execution duration and frequencies,

so that the programmer can know what classes are computation-intensive and how frequently they are acces-

sed. (ii) The clustering-based recommender clusters classes with similar functionality, thus identifying class

clusters whose functionality can be naturally exposed as a cloud-based service. Because the clustering-based

recommender groups classes based on their functionality, the programmer can avoid duplicating a functiona-

lity in the cloud by selecting candidates for cloud-based service from different clusters.

Hilton et al. [98] developed Cloudifyer, a touchdevelop IDE plugin which refactors touchdevelop scripts in

place. First, Cloudifyer retrieves the source of the target app as an Abstract Syntax Tree (AST) stored in JSON

format from the touchdevelop script bazaar. It then transforms the AST as needed. Once all the transformati-

ons are performed, Cloudifyer completes the refactoring by saving the new AST for the target app.

Vasconcelos et al. [239] presented a novel approach to support organizations in automatically adapting

their existing software applications to the cloud. The approach is based on the loosely-coupled implementation

of non-intrusive code transformations, called cloud detours, which enable the automatic replacement of local

services used by an application with similar or functionally-related services available in the cloud.

In terms of programming framework, we intend to use JPFF in PrEstoCloud. JPPF [112] is an offloading

mechanism, which enables the partitioning of cloud application processing tasks to multiple processing nodes

at source-code level. It supports the allocation of processing tasks on any Operating system capable of run-

ning a JVM (also on Android despite running its own JVM). There have been proposed alternative application

offloading frameworks such as CloneCloud [43], MACS [126], MAUI [52], and JADE [193] – some offering more

advanced features (such as dynamicity on the offloading decision and automatic application partitioning) –

which will be discussed in D5.5.
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Chapter 4

Technological Assets

This Chapter provides a technological overview of some tools that will be used as building blocks for the PrEs-

toCloud platform. We first introduce ProActive, that will be the heart of the control layer of PrEstoCloud.

ProActive enables to provision resources in public and private clouds and to execute workflows that lead to

dispatching computing tasks on those resources.

Next, we present BtrPlace, a VM placement algorithm that is not bound to any specific VM provisioning

andmanagement solution. It also enables the optimization of the placement of VMs on resourcesmaterialized

as physical server in a private data center. BtrPlace will be extended for PrEstoCloud to the case of federated

clouds. We further position BtrPlace with respect to the existing literature and Kubernetes and Kubertvirt.

Then, we focus on the edge-cloud communication layer, and the need to be able to set-up an overlay on

demand to interconnect all the resources in the private, public could and up to the edge. We introduce the

Software Defined Networking (SDN) and Network Function Virtualization (NFV) paradigms thatmight be useful

to build such an overlay. We also present the networking solutions offered by leading cloud providers (AWS,

Azure, etc).

The end of the Chapter is dedicated to the review of various complex event processing engines that avai-

lable on the market, as well as a competitive comparison between them.

4.1 ProActive

ProActive is an open-source software suite that offers solutions for orchestrating large scale computing tasks.

Its foundations rely on the active objects programming abstraction. The ProActive Programming is at the core

of the solution and provide the base for an efficient distribution and parallelization. It is the foundation of the

high level solutions: ProActive Workflows & Scheduling, ProActive Big Data Automation and ProActive Cloud

Automation.

4.1.1 Active Objects

Active objects [138] are the basic units of activity and distribution used for building concurrent applications

using ProActive [38]. An active object runs with its own thread. This thread only executes themethods invoked

on this active object by other active objects and those of the passive objects of the subsystem that belongs

to this active object. With ProActive, the programmer does not have to explicitly manipulate Thread objects,

unlike in standard Java. Active objects can be created on any of the hosts involved in the computation. Once an

active object is created, its activity (the fact that it runs with its own thread) and its location (local or remote)

are perfectly transparent. As a matter of fact, any active object can be manipulated just like if it were a passive
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Figure 4.1: ProActive overview

instance of the same class.

4.1.2 Workflows and Scheduling

The ProActive Workflows & Scheduling use active objects to offer a job scheduling solution that allows to

distribute and execute jobs and business applications, monitor activity and view jobs results. It optimizes the

resources usage, managing heterogeneous platforms on multiple sites.

Every existing big data framework supports some kind of scheduling. Scheduling is usually considered at se-

veral level that should not be confused. The first one is operating system scheduling, that will be not addressed

in this project, the second one is cluster scheduling, and the last one is workflow scheduling. Cluster schedu-

ling objective is to distribute computing tasks on a set of more or less uniform set of computing resources. In

this project, this objective is addressed by the BtrPlace algorithm (see Section 4.2).

Workflow scheduling concern is to organize the application logic computation schedule [254]. The clus-

ter schedulers does not take into account the dependencies between the different tasks of an application to

be executed (sequence, parallelism, branches). So workflow schedulers are designed in both Hadoop and

“container-oriented” architectures. They take workflows (graph of tasks) as input and operates the underling

cluster scheduler. For instance Argo operates Kubernetes, Oozie, Airflow or Azkaban operate Yarn or Chronos

operates Mesos [198]. For stream-oriented big data platforms such as Storm, Spark or Flink, things are diffe-

rent since the dataflow is natively expressed as a computing graph, and there is no direct need of a additional

2017-2018 © Copyright lies with the respective authors and their institutions.

44



PrEstoCloud GA 732339 Deliverable 2.1

“D2.1: Scientific and Technological State-of-the-Art Analysis”

workflow scheduling engine.

4.1.3 Cloud Automation

ProActive Cloud Automation product is a extension module to Workflows & Scheduling that allows to use

workflows to deploy and manage services and Cloud applications. It allows self-service deployment, as well as

automate the delivery of in production services. It control application elasticity with automated scaling-up and

down, horizontally and vertically. Thanks to unified cloud management, applications execute on multi-vendor

private, public and hybrid clouds.

ProActive Cloud Automation offers monitoring capabilities for resources and applications to collect and

trackmetrics, and triggers. It monitors the status of different resources such as VMWare ESXi, vSphere, vCloud,

OpenStack, CloudStack, physical and virtual machines, storage, network and applications. It allows to expose

your own metrics with simple APIs - JMX, REST and plain text file - and to set alarms for troubleshooting or

trigger automatic actions such as elasticity or disaster recovery plan.

4.2 BtrPlace: Virtual Machine Placement under Constraints

BtrPlace is an open-source VMplacement algorithmdeveloped by COMRED, a CNRS teamof the I3S laboratory.

This section first discusses a state of the art related to VM scheduling and job placement in general. We then

develop how BtrPlace works and discuss how it will be used inside PrEstoCloud at a coarse grain.

4.2.1 Context

Infrastructure As A Service (IaaS) clouds provide clients with hardware via Virtual Machines (VMs). To deploy

an application in an IaaS cloud, a client installs the application and selects one of a Service Level Agreement

(SLA) offered by the provider. The SLA covers, for example, the expected availability and the minimum amount

of resources to allocate, and may also cover possible placement constraints, such as anti-colocation between

VMs that host a replicated service. Inside the cloud, the VM scheduler deploys the VMs to appropriate physical

servers according to the various offered SLAs. When environmental conditions (failures, load spikes, etc.) or

the clients’ expectations evolve, the VM scheduler reconfigures the deployment accordingly, using actions over

the VMs such as the live migration [45].

At the Platform As A Service (PaaS) level, the scheduler deploys software components inside their runtime.

For example, a PaaS scheduler might deploy Java War applications inside Tomcat services. Despite the ma-

nipulated entities differ from those manipulated at the IaaS level, we observe numerous similarities in terms

of consolidation expectations or SLOs typically: the scheduler must place components inside containers with

regards to their expectations in terms of performance, security, privacy, etc and according to the components

management lifecycle.

The scheduler is the cornerstone of the good functioning of a cloud. The provider bases his offering and

the clients base their requirements on the scheduler features. It matters then to exhibit a scheduler with

enough features to attract a maximum number of clients, and important consolidation capabilities to reduce

the running costs. As a natural consequence, both the research and the industry community investigate on

scheduling techniques are features for cloud architectures.
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4.2.2 Industrial solutions

In terms of industrial initiatives, three projects propose production ready IaaS schedulers. OpenStack [176] and

Apache CloudStack [21] are the leading open-source providers for IaaS clouds. Each propose a VM scheduler

that compute a placement for the VMs, satisfying some filtering rules such as anti-affinity. Each scheduler is

bundled with some pre-defined rules while the API allows third party developers to develop their own rules

when needed. For docker based environments, Google proposes Kubernetes [128], a complete software stack

to deploy and supervise docker containers. Kubernetes is also extensible and its micro-service architecture

allows to use a custom container scheduler. In terms of PaaS scheduler, Cloudify [48] and Openshift [175] are

open source providers to deploy software services on top of an existing IaaS infrastructure.

Such schedulers are interesting because of their maturity. They are used in production by numerous clients

over small to big infrastructures. Such solutions are however tightly coupled with their underlying cloud and

cannot be used on another infrastructure or platforms. This is strongly reducing their practical interest if we

focusmulti-cloud environments. They are also limited in terms of features. For example, none of thempropose

any dynamic scheduling feature. For example, the scheduler cannot revise the current placement when the

environment is changing (typically when a load spike occurs or when the client expectations change). This

might be problematic in the context of PrestoCloud where we propose an autonomous system to adapt the

application configuration and deployment depending on the live conditions.

4.2.3 Academic solutions

The research community proposes numerous architectures andprototypes to ease scheduling, especially at the

IaaS level. One of their originalmotivationbeing the use of live-migration to performdynamic scheduling, often

applied to green computing [95], [241]. In this context, the scheduler regularly analyses the environment to

check if SLO are violated (an observable performance issue for example) or if a better consolidation is possible.

If so, the scheduler will re-arrange the placement to reach a new viable placement.

Initially, the schedulers where centralised software components. One single scheduler being used to ma-

nage a complete infrastructure. The problem they address is however an instance of the vector packing pro-

blem, a NP-hard problem in a strong sense [94]. Accordingly, the scheduler latency necessarily increases ex-

ponentially with the size of the infrastructure. With the ever-increasing size of the infrastructure, developers

proposed different approach to improve the scheduler scalability. In this context, the scheduler is focusing on

placing jobs, potentially having dependencies and proprieties on the nodes. The Borg scheduler of google for

example runs multiple independent copies of a scheduler on a shared infrastructure and conciliate conflicts

lazily [240]. Sparrow [182] proposes a two-level scheduling algorithm to schedule jobs at a very low latency.

This architecture proposes a very low latency that benefits to the users when the jobs to run are very short

(typically a few seconds). At the extreme cases, fully distributed schedulers such as DVMS [195] leverages

peer-to-peer architecture to reconfigure the VM placement. This approach is very effective at a very large

scale but does not help at computing the initial VM placement, nor at fixing a placement when the infrastruc-

ture is heavily loaded or when the clients SLOs are very different. Indeed, when a violation is detected on

a node, the node contacts a neighbour and tries to fix the violation over these two nodes. If it fails, then it

contacts a third neighbour, etc. Accordingly, finding the minimal number of nodes that is sufficient to solve an

issue is costly. On the other side, hierarchical or clustered approaches try to solve issue on a decent number

of nodes by default. This limits their scalability when the node partition is too high, but it is still appropriate

for cluster of hundreds or a few thousand of nodes. Recently, Firmament [83] exhibits a centralised approach

that is scalable enough to support large Google-size data centre. Firmament proposes a flexible design based

on the min-cut max-flow algorithm and takes the benefits of the hierarchical design of a data centre to speed

up the placement algorithm.

All these solutions improved the state of the art related to VM scheduling. On one side, the initial solu-

tions propose dynamic scheduling that is effective when the workload is composed on service VMs running
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permanently and having varying resource requirements. On the other side, distributed scheduling algorithms

decreased the scheduling latency when the scheduler have jobs to run, with an assumed constant resource

usage. All these approaches are however limited in terms of SLOs they support, reconfiguration capabilities

their flexibility in general to fit different hosting environments such as those we target with PrEstoCloud (edge

computing, hybrid clouds, etc.).

BtrPlace is an open-source research prototype that targeted extensibility as a primary feature [93]. BtrPlace

uses a Constraint Programming solver [203] to model a VM scheduler and relies on the composability offered

by the paradigm to support the addition of new concerns, new placement constraints or new optimisation

objectives. BtrPlace uses Choco [102] – an open-source Java constraint solver – internally. Currently BtrPlace

addresses performance, security, reliability, networking or energy efficiency concerns. It has been used as a

research prototype inside two FP7 European project. In the Fit4Green [74] and the DC4Cities [55] projects, de-

velopers with varying level of expertise enhance BtrPlace tomake it address energy efficiency through different

consolidation policies that fit infrastructure peculiarities [62], [63], [124]. Despite is centralised architecture by

default, BtrPlace has been qualified to support infrastructure of thousands of servers while it also embeds se-

veral techniques to increase its scalability when needed, such as partitioning techniques to solve sub problems

in parallel.

Despite BtrPlace is a research prototype, it is a production ready software. It is released several times per

year, documented and tested [228]. Two companies use it officially for production environments. First, the

Onyx plaform [229] uses BtrPlace to perform distributed computation. In this context, BtrPlace was tuned to

be used as a PaaS scheduler and place peers performing data oriented computation over physical or virtual

machines inside public or private clouds. Second, Nutanix is the worldwide leader of hyperconverging systems

[165]. The company uses BtrPlace to mitigate hotspots in thousands of private entreprise cloud with a size

varying from threes to thousands of servers.

4.2.4 Why BtrPlace

BtrPlace is an extensible and composable placement algorithm. It is designed to provide a core placement

algorithm to be customized according to workloads and infrastructures particularities [93]. This approach ma-

kes it already rich enough to support most of the placement constraints available in private and public clouds

(resource allocation, multi-level affinity and anti-affinity, isolation, counting oriented constraints) without ha-

ving any hard dependencies for a given platform. BtrPlace is valuable for PrestoCloud to help at developing

a scheduler that will be capable to embrace a heterogeneous environment composed of private and public

clouds and an edge layer, each having its prerequisite that could accept a workload made of heterogeneous

software components. Writing an efficient placement algorithm from scratch is a long and challenging task that

requires a high expertise in several domains (combinatorial optimization, technical expertise in cloud techno-

logies). On the other side, starting from a scheduler bundled with a platform like the schedulers in Kubernetes

or OpenStack is very risky. First this requires understanding a large codebase, having a significant technical

debt, without having the guarantee to being able to successfully meet the scheduler expectations. Second it

will make harder to decouple the scheduler from its original platform that does not reflect PrestoCloud ob-

jectives. We then consider it is wise to enhance a customizable placement algorithm with a limited codebase

and no strong commitment to a certain kind of infrastructure or workload. This approach was applied success-

fully by either core BtrPlace developers but also external developers. For example, The Onyx startup made

BtrPlace suitable to manage orchestrate a distributed computing environment running peers on either VMs,

containers or bare-metal [229]. The EU project Fit4Green and DC4Cities succeeded at customizing BtrPlace

to address energy-related concerns over a IaaS [63]. [29] customized it to schedule processes in HPC cluster.

Finally, Nutanix uses it at a daily basis to mitigate hotspots in thousands of private clouds [164].
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4.2.5 Comparison with Kubernetes and Kubevirt

Kubernetes is a Docker container orchestration system initially designed to deploy over a single data center

(data center federation is still an ongoing feature). It embeds the required services to be able to monitor, de-

ploy, scale in or out docker containers. Kubevirt is an API add-on for Kubernetes that make it supports VMs.

PrestoCloud focuses on edge computing and hybrid cloud computing and does not rely on containers for se-

curity and portability issues as some of the application in the use cases cannot run in containers. BtrPlace is

a standalone and extensible placement algorithm originally designed for VMs. It is not coupled to any virtua-

lization environment, monitoring or storage systems or even security model while the Kubernetes scheduler

is tightly coupled with the services provided by its platform. We then consider it is safer to customize the

BtrPlace algorithm to make it fit the environment particularities, rather than trying to modify a massive pro-

duction grade environment with project specific features. Such decision was considered successfully in the

past in either European projects (Fit4Green, DC4Cities), startup (the Onyx startup leverages BtrPlace to per-

form distributed data processing) or private cloud company like Nutanix.

4.3 Networking

4.3.1 Software-Defined Networking

Network virtualization is a heavy trend in the networking domain. Virtualizing the network refers to the ability

to share a physical network infrastructure in-between several clients, e.g. tenants in a data center, each with

its private set of networks (possibly with overlapping subnets) that need to be supported simultaneously.

Virtualization often goes hand in handwith softwarization, where hardware networking equipments – swit-

ches, routers, firewalls, load balancers, etc – are replaced by virtual machines running on off-the-shelf servers.

Once a network function is softwarized, it can be easily updated, deployed where it is needed, and cloned to

scale with traffic demand.

The most popular network virtualization technique nowadays is Software Defined Networking (SDN). SDN

breaks the conventional silo approach, where switches and routers take their decision independently from

each other (based on routing or control information exchanged) in a distributed manner. In other words, SDN

decouples the control plane (where to route the packet) from the data plane (how to forward the packet) with

switches under the control of a centralized component called a controller.

SDN is a relatively new and promising network architecture, that is highly flexible, and overcomes the limits

of the forwarding mechanisms of legacy IP networks. Indeed, SDN-based networks – or SDN networks, as we

will call it in the remaining of this document –, unlike legacy IP networks, do not only rely on the destination

IP address to make forwarding decisions but can also use several other information from the other network

layers (e.g. MAC, Network and Transport header of packets) when making forwarding decisions [230]. SDN

technologiesmake also a clear separation between the control plane and the data plane. In SDN the forwarding

devices (or switches) are considered as dummy devices that only follow the forwarding policies dictated by an

external programmable entity: the controller, which implements the control plane. Thus, there is no more

need to have specific, multiple vendor network devices such as switches, routers, firewalls etc. And there

is no need anymore to run a CLI (Command Line Interface) to configure network devices, and repeat such

operations for every concerned device. In SDN networks, any needed change in the forwarding policies is

coded only once in the controller, and the latter will propagate the forwarding rules to all the SDN equipments

[96]. The controller and the switches communicate together using a so-called southbound interface such as

OpenFlow [230]. In this section, we first describe how SDN networks deal with user data traffic, and then we

will briefly explain the main components of SDN networks.
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Figure 4.2: SDN data packet treatment process

4.3.1.1 Mode of Action

Pure SDN networks are composed of SDN switches that are connected to the controller. When a packet arrives

at an SDN switch, see Step 1 in Figure 4.2, the switch will first check its list of pre-installed forwarding rules

(example rule: incoming packets from port 1 source A to destination B should be sent from port port 2). If

the packet header information does not match any installed rule (i.e. there is a packet miss), the switch will

then forward the packet to the controller using the default SDN rule which matches any packet (Step 2). Upon

reception of the data packet on the controller, the controller’s network applications will analyze the packet

headers and decide the list of action(s) to be taken whenmatching packets arrive at the SDN switches (Step 3).

Afterwards, the controller will transmit this packet back to the switch and implement the actions directly on

it (Step 4). In addition to that, the controller will transmit a flow_mod event to the switch with the list of

forwarding rules that need to be installed within the switch (Step 5), so that next upcoming matching packets

can be treated directly on the switch without the need to forward them to the controller.

4.3.1.2 Main Components

In this Section, we provide a detailed description of the main components in SDN networks.

SDN Forwarding devices

As explained earlier, SDN forwarding devices, also called SDN switches are dummy devices. When an SDN

device is integrated into an SDNnetwork, it first notifies the controller of its existence, of its basic configuration,

and of the state of its components (ports, links etc). These switches then rely on the controller to receive a

set of rules they need to know to process incoming packets. These forwarding rules, also sometimes loosely

referred to as flows, are saved in the physical memory of the switch. SDN switches mainly use the Ternary

Content Addressable Memory (TCAM) to store the flow. This hardware memory allows quick rules installation

and rapid matching of packets. However, TCAM memory is both expensive and power hungry [189], and,

therefore, most physical switches provide limited TCAMmemory, which supports between 2 thousand and 25

thousand rules [223], depending on the switch cost. When the TCAM is full, the SDN rules are then placed in

the software memory. However, installing the rules in software (i.e. classical RAM) degrades the performance

as packet matching will require to use the switch CPU, which, in turn, will increase the delay. We refer to this

situation as slow path.
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Two types of SDN switches exist:

• hardware switches, such as Pica8 [190], HP 5412zl [97], and so on;

• software switches, such as OpenvSwitch (OvS)[188].

Only hardware switches install the forwarding rules (flows) in the TCAM, but software switches such as OvS can

however benefit from the memory cache to boost performance. The functionality of the forwarding device

depends on the forwarding rules installed. It can act, for example, as a standard (layer 2) switch, as a router

(layer 3), as a firewall (layer 3 and 4), as a load balancer.

Southbound Interface

The southbound interface allows the exchange of messages and instructions between the SDN controller and

the SDN forwarding devices. It is a description of the general format of the network protocol deployed bet-

ween the controller and the forwarding devices. Multiple standardized southbound interfaces exist, such as

OpenFlow [230], ForCES [60], and POF [221]. ForCES [60] allows the separation of the control plane from the

data plane without the need to change the current network architecture. Thus the control plane in general

should be managed by a third-party firmware.

As for POF [221], it allows, like OpenFlow, the total separation of the control and of the data plane while

changing the network architecture to use a controller and forwarding devices. However, unlike OpenFlow, POF

does not analyze the packet header on the switch to match incoming packets. It rather uses a generic flow

instruction set (FIS) generic key that the switch uses to perform packet matching on the forwarding devices.

Finally, OpenFlow is the most deployed SDN protocol southbound interface. The OpenFlow SDN archi-

tecture is an SDN architecture that uses OpenFlow protocol southbound interface to allow communication

between the controller and the forwarding switch. Multiple OpenFlow protocol versions co-exist especially

(v1.0, 1.3, 1.5). In OpenFlow, an SDN forwarding rule – also called a flow entry – is composed of three parts:

1. Match fields: packet header values to match the incoming packets in addition to the ingress port. To

match any possible value for a specific field, a wildcard can be used.

2. Actions: set of instructions to apply to the matching packet (e.g. forward, drop, modify)

3. Counters: used to collect statistics of packet and byte countmatch for each flow in addition to the timers

information.

All OpenFlow protocol versions use the same structure of SDN rules with some action and matching field ad-

ditions in each version. The basic flow rule in OpenFlow v1.0 matched 12 packet header fields. This increased

to 15 fields in OpenFlow v1.3. The usage of multiple field matching instead of destination based matching in

the switches allows thus to unite multiple legacy network device functionalities in a single rule. However, the

forwarding rule complexity comes at a price of increase in memory space used per rule.

Controller

In SDN, the controller is responsible for managing the control plane of all the network. The controller node is

composed of (Figure 4.3):

• the Network Operating System (NOS), in other words the controller

• the northbound interface

• and the network applications
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Figure 4.3: SDN network structure (source: [127])

The SDN controller runs on the Networking Operating System (NOS), where the NOS is a software platform

that runs on commodity servers. It allows to access the server resources and basic services. The SDN control-

ler communicates with the SDN network devices, and creates the global topology view of the network. It also

monitors the full state of all the network components regularly. The controller then informs the network appli-

cations of the network states using the northbound interface (e.g. a REST API). Then the network applications

manage and implement policies in the network devices through the controller interface.

Based on their network configuration requirements and specific needs, an administrator can program new

network applications (new network functionalities) in standard programming languages such as Java, C++ and

Python. This gives the administrator full control over the network topology and allows the infrastructure to be

reactive to network and traffic dynamics.

Two types of SDN controllers exist:

• Centralized controller

• Distributed controller

The centralized controller provides a centralized global view of the network which allows online reactivity

to changes in network states, and simplifies the development of sophisticated functions. These controllers are

usually designed to keep upwith the throughput of datacenters and enterprise networks. However, the centra-

lization of the control plane in a single node reduces network resilience as the centralized controller represents

a single point of failure in the network. Multiple centralized SDN controllers exist such as POX [171], NOX [104],

Ryu [205], Beacon [69] and Floodlight [107]. In 2013, more than 30 different OpenFlow controller existed, cre-

ated by different vendors or research groups. These controllers use different programming languages, and

different runtime multi-threading techniques. The POX controller is mainly used for prototyping [211]. The

NOX controller is not supported anymore. As for the remaining, most known controllers (e.g. Ryu, Beacon and

Floodlight), Beacon has the best performance in throughput and latency [211]. When active developement of

Beacon stopped, a fork of the project, Floodlight v2.0, was its natural successor.
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Adistributed controller canbe aphysically distributed set of controllers, or a centralized cluster of controller

nodes. Distributed controllers provide fault tolerance, but require an additional overhead to maintain consis-

tent network states across all the controllers. Hence, when the network state changes there will always be an

inconsistency period of time. Multiple distributed controllers exist, e.g. OpenDaylight[173] and ONOS [169].

Both OpenDaylight and ONOS provide similar functionalities with similarities in performance. However, the

main difference relies in the main domain focus of each controller. ONOS focuses more on meeting the needs

of service providers while OpenDayLight focuses on providing all of the detailed network functions that one

needs to be able to integrate any functionality required. OpenDaylight is thus said to be the “Linux of networ-

king” [90].

4.3.2 Network Function Virtualization

Much like Software-Defined Networking (see Section 4.3.1) is the networking community’s answer to the dy-

namicity requirements in data centers, that traditional legacy distributed networking algorithms and devices

were not able to cope to, Network Function Virtualization is an effort deeply rooted in the telecommunication

industry. In telecom networks, the complexity of operations is handled by the networking infrastructure itself,

rather than by the edge devices, which are fairly simplistic, e.g. telephones. Computer networks are, on the

other hand, conceived so that the most complex functions occur at the edge of the network, with complex

edge-devices (e.g. computers), and relatively simple functions within the network core, when compared to

telephone networks. [123]

Network Function Virtualization (NFV) is originally an effort from Telecommunication Service Providers

(TSPs) to lower their operating expenses and their capital expenses. Indeed, with such complexity held within

the cores of telecommunication networks, TSPs rely on proprietary vendor hardware in order to acquire “black-

boxes” that they can plug in into their network to obtain the desired functionality. These are the capital expen-

ses. At the same time, TSPs need their staff to (i) physically go and install the equipment on themany sites used

by the TSP, (ii) train their staff to use the equipment appropriately. This leads to operating expenses. The pri-

mary goal of NFV is to reduce these costs by avoiding the purchase of new blackboxes. These functions would

now be purely software, and deployed on commodity hardware. Not only does this lower TSPs expenses, but

it also gives them more flexibility in service deployment. For example, multiple local sites can be aggregated

into a larger one, because the software would be able to scale better than the propietary hardware. Moreo-

ver, software is more easily updated, which means that TSPs can provide new services more frequently (higher

technology turnover). This is particularly important in the context of wireless telecommunications, such as

with 4G/LTE, and the upcoming 5G networks. [143], [154]

From this description, it is clear that SDN and NFV, while originating from very different backgrounds, share

one main goal: the softwarization of the network, enabling it to run on standard, commodity hardware. Ho-

wever, they are also two very distinct concepts. Indeed, the NFV concept brings networks functions from

hardware to software (service/function abstraction), while SDN achieves a centralized network architecture

that is easily programmable (network abstraction) [143], [154]. As stated by the Open Network Foundation in

[170]: “the NFV concept differs from virtualization concept as used in the SDN architecture. In the SDN archi-

tecture, virtualization is the allocation of abstract resources to particular client or applications; in NFV, the goal

is to abstract NFs away from dedicated harware, for example to allow them to be hosted on server platforms

in cloud data centers”.

Nevertheless, SDN and NFV are complementary concepts. The SDN controller could be seen as an NFV if

it runs in a virtual machine. The vNFC [120] and OpenNF [80] efforts are the first research steps towards this

possibility. On the other hand, a network abstraction model that would also support NFVs can create dynamic

service chains, where a number of network functions are used one after another, and rely on SDN to steer the

traffic between them [53], [89]. These are currently active research areas.

In PrEstoCloud, we will operate a mix of public and private clouds. While public clouds may rely on SDN to
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offer network virtualization to tenants, the controller(s) and switches remain opaque to the end user that can

only inject routing or security rules through an API or GUI. We will thus consider injecting a VNF , i.e. a virtual

machine, featuring an SDN capable switch like OvS to steer the traffic from within the IaaS to that VNF, which

will enable inter-cloud networking. In the remainder of this Chapter, wewill focus on the available technologies

to achieve this goal.

4.3.3 Inter-Cloud Networking

In order to create amulti-IaaS network, we need to analyze the networking solutions proposed by the different

public cloud providers.

In general all the providers propose solutions for network management, whose common properties in-

clude:

1. creation and management of virtual networks, defining IP addresses ranges and subnetworks;

2. Network Address Translation (NAT) management and routing tables definition;

3. connection to the Internet (public addresses) or private connections through VPNs.

We will describe below all the different network services or products offered by the various providers, so as to

understand their capabilities and limitations.

The considered providers are the most popular public cloud providers, and are also the ones supported

by ActiveEon’s ProActive multi-cloud managment platform (see Chapter 2). We did not investigate Microsoft’s

Hyper-V, as Microsoft is now shifting its whole business to Azure.

4.3.3.1 Amazon Web Services

AmazonWeb Services (AWS) is divided in different isolated data centers, called regions [16]. By default, resour-

ces in one region cannot communicate with resources in other regions. Across-region communication occurs

over the public Internet. Internally, these regions are divided, in turn, into several availability zones. These

zones are designed to ensure fault tolerance between machines instantiated into different availability zones.

If we need more freedom on our virtual machines placement, e.g. to meet specific delay or throughput

constraints, Amazon provides two different options. First, the user has the possibility to require a Dedicated

Host [12]: a physical machine in which they can instantiate virtual machines. Second, Placement Groups [15]:

a logical aggregation of VMs in the same availability zone.

Amazon Virtual Private Cloud (VPC) [18] is a dedicated virtual network inside an AWS region. A VPC is

isolated from the other virtual networks and it can be split in different subnets. An AWS resource (e.g. an EC2

instance) can be instantiated inside a subnet. The different subnets can be configured to be connected to the

Internet, through an Internet Gateway, or to remain private networks (Figure 4.4); two subnets inside the same

VPC can have different connections to the gateways. Additionally, a VPN gateway can be used to connect the

VPC to the user personal infrastructure (i.e. the user’s corporate network) (Figure 4.5).

All the EC2 virtual machines can communicate directly inside the same VPC. The VPN gateway can be used

to connect two different VPC inside the same AWS region. In case of VPN multi-region connectivity, Amazon

proposes several solutions [14]. All the AWS instances connected to the Internet have their own public IP

address. This address is bound to the instance, meaning that if the instance fails, the service at the relative IP

addresswill be unreachable. To improve fault tolerance, Amazon provides the Elastic IP service, which allocates

a public IP address that can be assigned dynamically to one instance. Thus if the assigned instance fails, we
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Figure 4.4: AWS VPC network architecture: use of an internet gateway to connect to the internet (source: [18])

can easily re-assign this public address to another one. In this case, if a user connects to this IP address, even

using the Amazon DNS server, it will reach the backup service.

Moreover, Amazon Direct Connect [13] provides dedicated and isolated connectivity to the AWS services.

Through Direct Connect Partners (such as Internet Service Providers), a direct connection between the VPC and

the user’s private network can be established, without letting data flowing across the Internet. A specific piece

of software, called LOA-CFA [17] must be downloaded by the user in order to complete the Cross Connection.

Amazon also provides several locations with which the connection can established, in case the equipment is

hosted in the same facility as AWS Direct Connect.

4.3.3.2 Microsoft Azure

Similarly to Amazon Web Services, Microsoft Azure is divided into regions [75] to provide service availability

and redundancy. For instance, each region is paired with another one in the same geographic zone to replicate

the resources.

The placement groups [33] are used tomap instances to Affinity Groups. They enable to place themachines

in servers located near each other in the same region. Similarly, an Availability Set [163] are used to logically

ensure redundancy and fault tolerance. Moreover, scale sets [88] can be used to manage a group of similarly-

configured VMs. This service will help applications that need to scale computation resources.

Azure allows the creation of virtual networks (VNets) [159] where to assign virtual machines. To assign a

VM to a VNet, we must create a Network Interface (NIC). A VM can have multiple NICs in the same VM. A NIC

supports both public and private IP addresses. With public IP addresses, we enable the VM to communicate
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Figure 4.5: AWS VPC network architecture: use of a VPN gateway to connect to a personal infrastructure (source: [18])

with other VMs not connected to the same VNet directly through the Internet. Private IP addresses are used

for communications inside the same VNet. A VNet can be divided into subnets [158] to organize the user’s

network. These subnets can be also used to extend the on-premises network of the user with the VNet.

To make multiple VNets communicate, even if in different regions, a VNet-to-VNet connection can be con-

figured [153]. Through a VPN using an IPsec tunnel, multiple VNets can reach each other (Figure 4.7).

The same method can be used to connect a VNet to the user’s infrastructure configuring a Site-to-Site

connection [42] (Figure 4.6). In addition, Azure provides a service similar to AWS Direct Connect called Express

Route. It allows the user to directly connect to the VNet without passing through the Internet. Express Route

partners will enable this connection, reducing delays and increasing throughput.

Moreover, Microsoft specifies the possibility to create a Point-to-Site connection [152] in case we want

to connect just one computer to the VNet through a P2S SSTP tunnel. A VNet can be connected to multiple

Figure 4.6: Azure networks connection models: Site-to-Site connection model (source: [42])
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Figure 4.7: Azure networks connection models: VNet-toVNet connection model (source: [152])

“points” through different tunnels.

4.3.3.3 VMware vCloud Air

The service provided by VMware doesn’t seem to have a region subdivision; in any case it supports the creation

of virtual private networks in his vCloud Air platform through its Virtual Private Cloud [243].

vCloud AirHybrid DMZ [242] enables isolated virtual networks in the cloud. Whenwe connect our network

to the cloud, H-DMZ allows us to extend our security policies and network functions to the cloud.

vCloud Air Advanced Networking Services [244] provides network segmentation, dynamic routing and net-

work interconnection in two different ways:

• point-to-site SSL connection similar to the one proposed by Azure and

• site-to-site connection through IPsec tunnel.

vCloudAir Direct Connect [245] offers similar functionalities as AWS Direct Connect and Azure Express

Route.

4.3.3.4 OpenStack and CloudStack

Both of these platforms are open source projects, that serve as frameworks to build a public or private cloud

service for third-party companies. Both of them provide modules to offer the same functionalities as the

competitors.

OpenStack provides the Neutron module [177] for network management, enabling virtual networks defi-

nitions, floating IP (same as AWS Elastic IP) and various networking plug-ins to support several technologies

(e.g. OvS, CiscoUCS, Linux Bridge, etc.).

Similarly, CloudStack aims to build a Network as a Service [49], which uses the Nicira NVP and Nuage

VSP modules, together with other several network plug-ins, to manage virtual networks and create shared

networks. Elastic IP assumes the same function as AWS namesake.

4.3.4 Interconnection Technologies

Interconnecting public clouds together, or interconnecting a public and a private cloud, requires establishing

tunnels over the public Internet. This can be achieved thanks to the VPN services provided by cloud providers,

e.g. Azure Express Route or Amazon Direct Connect, or by using a software tunnelling solution embedded in

virtual machines, in other words, a NFV.

The most popular technologies to establish tunnels are IPsec and TLS (SSL) based. IPsec is considered as

the de-facto VPN standard. It works at layer 3 of the protocol stack. IPsec provides confidentiality, integrity
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protection, data origin authentication, and replay protection by encrypting and signing every message. The

protocol is described in many RFCs [66], [77], [119], [121], [122]. Tunnels are established as a combination

of so-called (unidirectional) security associations (SA). Security policies are then used at the tunnel endpoints

to decide which traffic is handled by one of the SAs, and which traffic is forwarded unmodified. Amazon Di-

rect Connect offers IPsec. IPSec is natively supported in the Linux kernel since version 2.6. The most popular

versions are LibreSwan [144] and OpenSwan [178].

TLS-based tunnels work above the Transport Layer Security layer, i.e. at layer 4 of the protocol stack. Po-

pular softwares that feature TLS-based tunnels are OpenVPN [179], SoftEther [219], and Openconnect [172].

TLS-based tunnels might offer less performance, when compared to IPSec, due to the kernel level support of

IPSec. However, an advantage of TLS-based tunnel is the better compatibility with NAT as compared to IPsec.

When both clouds-to-be-interconnected are behind firewalls, the interconnection might become a pro-

blem. In such a scenario, an option is to use NetVirt [161]. NetVirt uses a relay (called a switch) as a meeting

point for firewall/NAT traversal, in order to link machines located in the two clouds connect in order to es-

tablish the tunnel. Please note that the NetVirt switch is just a rendezvous point, and is no longer required

once the tunnel has been established. Using standard and well-known perfect forward secrecy algorithms

(e.g. Diffie-Hellman), the NetVirt switch is also unable to decrypt the tunnel.

4.3.5 Towards an on-demand VPN service for PrEstoCloud

In the previous section, we surveyed a number of technologies that will form a toolbox to build network over-

lays connecting the different subnets deployed by PrEstoCloud. To avoid the vendor lock-in effect and work

around any incompatibility between technologies offered by different cloud providers, we envisage deploying

dedicated virtual machines acting as gateways (hence VNF) between the different data centers. These VNFs

will maintain a full mesh overlay between themselves, enabling compute nodes in different data centers to

communicate seamlessly. A number of challenges will pave our way, that we will investigate in detail in Work

Package 3 of PrEstoCloud but already sketch here:

• How to segment IP (private) addresses at the overlay level so as to prevent address conflict at the overlay

level and accommodate edge nodes in case they need to be directly reachable via the overlay.

• How to ensure that the overlay be permanently on. Resiliency might entail using a cluster of gateway

nodes monitoring each other and ready to take over the role of a failed sibling. Researchers in [220]

addressed this issue from the cloud provider viewpoint by decoupling the control path (tunnel esta-

blishment) and the data path (containing actual sessions’ parameters) and we could inspire from some

of their ideas.

• Scalability of the VPN gateway servicemight also be an issue if a host of edge nodes need to be connected

to the overlay. We will have to assess the resource consumption (RAM, CPU) consumed by the different

solutions when the number of connections increases. A related issue is the stability of the VPN client in

the edge node [10]. The exact solution to use might depend on the application requirements in terms

of rate.

• Establishing an efficient (resilient, scalable, …) VPN overlay architecturewill be a first step in PrEstoCloud.

We further envisage to continuously monitor the amount of bandwidth offered in the overlay so as to

expose this information to the application. Measuring the cloud inter data centers has received some

attention lately [186], [187]. How to measure bandwidth with a limited intrusiveness, for the running

PrEstoCloud application, constitutes a first challenge. A second challenge is how to measure in a cost

effective manner as the user pays for the traffic sent from the data center (traffic received is in general

free of charge). In such a context, using bandwidth hungry tools like in [187] is not an option, and wewill

revisit tools invented over a decade ago by the network measurement community, esp. Pathload [108].

While accurate in non virtualized environments, these tools might need to be tuned for the virtualized
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case. Indeed, the accuracy of the tool mandates precise timing information that the virtualization layer

might bias.

4.4 Complex Events Processing Engines

On the Complex Event/Streaming Analytics market 3 main groups of solution providers or vendors can be

identified. First group is pure OSS (Open Source Software) around the Apache foundation. Apache is offering

different solutions, which are Apache-Storm, Spark, Flink, Samsa and Apex. The Apache solutions could be

seen more as frameworks less than ready to use (with of course customizing aspects) products Second group

is semi OSS/CS (Closed Source) from EsperTech, with Esper (OSS) and Esper Enterprise Edition (CS). The third

group is that one of commercial products/vendors. Here to be named IBM with IBM Streams and Watson

Analytics, Microsoft Azure Stream Analytics, SAP with HANA Smart Data Streaming, Amazon Kinesis, Tibco

Business Events and StreamBase and Software AG Apama Streaming Analytics.

Figure 4.8: The Forrester Wave: Big Data Streaming Analytics, Q1 2016 (source: [85])

Forrester evaluated 15 vendors of commercial big data streaming analytics products in [85]. The results

are depicted in Figure 4.8.

In the remainder of this Section, we review in detail two CEP engines: Apama and Siddhi. Then we provide

a summarized review of other main competitors as well as a comparative analysis.

4.4.1 Apama

Apama is an event processing platform coming along with an integrated development environment. It also

contents a real-time graphical dashboard for monitoring application execution, an Event replay application

as well as an integration framework to integrate Apama into event messaging environments, databases and

application environments. Apama comprises of three tiers:
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1. A runtime engine called the Apama Correlator, which consumes all data sources, executes the applicati-

ons, looks for event patterns and delivers insights and actions in real time.

2. Development tools, which supports an easy development and testing of Apama applications.

3. A large variety of adapters and plug-ins for connecting to Apama via real-time feeds and static data

sources.

Apama applications are defined in any one of three ways or any combination:

• Java: Standard Java.

• Apama Event Programming Language (EPL): EPL is Apama’s event-based language which has been desig-

ned around the requirements of defining and acting upon event patterns.

• Apama queries: graphically constructed applications built using the Software AG Designer environment.

4.4.1.1 Apama Correlator

The Apama Correlator (see Figure 4.9) is the core execution engine for the Apama platform. It acts as a “con-

tainer” for Apama applications that can be injected and removed dynamically at run-time without disrupting

other running applications. When injected into the Correlator they are divided into:

• Event patterns that define the events and patterns of events that an application is interested in. These

are passed to internal units within the Correlator for high-performance execution.

• Application logic that is executed when event patterns are matched, such like a traditional “call-back” or

“listener”. The application code can perform any operation, including generating output events.

Figure 4.9: Apama Correlator

The key elements that run an Apama application are:

• The Apama HyperTree, where events are initially presented to the Correlator and are immediately in-

spected via a high-performing algorithm. The HyperTree knows whether there is any value in processing

a specific event any further (i.e., whether any application is interested in it) and what to do next.
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• The temporal sequencer, which builds upon the event matching capabilities of the HyperTree to provide

multiple temporal correlations. For example, if an application seeks event A, to be followed by event B

within 500 milliseconds, the Correlator only concerns itself with looking for event A and does not waste

effort looking for event B yet. Only when event A is detected does the Correlator begin to look for B, and

only for a maximum of 500 milliseconds.

• The stream processor which stores and organizes windows of events and orchestrates the execution of

real-time analytics over these event windows.

Identifying defined event patterns, the corresponding application is notified by invoking. Any action/ap-

plication logic written in Java is executed within a built-in Java Virtual Machine (JVM) within the Correlator.

Any action or application logic written in the Apama Event Programming Language (EPL) is executed as native

machine code, giving a significant performance advantage; benchmarks show that applications execute faster

in EPL than in either Java or C++. Correlators do not execute applications in a sequential manner. They can

be seen as modular compositions that segment the event monitoring, analysis and action stages into logically

related but independent segments. Thousands of these segment instances can operate simultaneously. To do

this, Apama includes the notion of multiple parallel executing “contexts”. Each context can be considered as a

lightweight execution container which allows Apama to scale simply.

4.4.1.2 Monitors

The basic EPL structure is called a “monitor” that consists of two parts:

• A Listener sifts through the streams of all events passed to the Correlator seeking events that match

against an event expression. Listeners provide a mechanism in Apama’s EPL (or Java) to express and

activate an event template. As events are injected into the Correlator, each attribute is examined and

compared against all event templates for all active Listeners. Listeners are expressed declaratively, which

is more appropriate for complex pattern matching.

• An Action (commonly expressed as an “action block”) provides a set of imperative operations to be

taken in case the associated listener fires. If the relevant event template specified by the listener is

matched, the action goes on to invoke a different action. Note that the invocationof Listeners themselves

is performed by action blocks (the “onload” action) as a bootstrap operation within the Correlator.

The example available in Listing 4.1 shows a simple monitor with event type definition, a global variable

declaration, an event expression that specifies the pattern to be monitored and an action that operates on an

event that matches the specified pattern.

package EventData;
//Definition of the event type that the correlator will receive.
//These events represent stock ticks from a market data feed.
event as StockTick {
s t r i n g name;
f l o a t price;

}
//A simple monitor follows.
monitor SimpleShareSearch {
// The following is a global variable for storing the latest
// StockTick event.
StockTick newTick;
// The correlator executes the onload() action when you inject the
// monitor.
a c t i o n onload() {
on a l l StockTick(*,*):newTick processTick();

}
// The processTick() action logs the received StockTick event.
a c t i o n processTick() {
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l o g "StockTick event received" +
" name = " + newTick.name +
" Price = " + newTick.price.toString() at INFO;
}
}

Listing 4.1: Example of an Apama monitor

4.4.1.3 Event streams

Apama EPL allows code authors to express event-driven programs using natural event processing constructs.

An EPL program consists of a set of interacting monitors that receive, process and emit events. Monitor in-

stances are self-contained, communicating with other monitor instances via events. An Apama application

can, thus, be viewed as a dynamic network of interacting monitor instances communicating via events. It is

dynamic because the application creates and destroys monitor instances in response to the external events

received; similarly, the monitor instances dynamically subscribe and unsubscribe to particular event patterns

or complex event expressions as needed. Thus, at any given instant, the application has only the monitor in-

stances it needs and is only listening for the events of interest at that time. This novel approach makes Apama

a highly efficient and responsive tool for complex event processing.

from s i n a l l Temperature (sensorId = "T0001")
wi th i n 60.0
s e l e c t Out (Last(s.value), mean(s.value), stddev(s.value)):o {
// define the upper & lower bands as mean +/- 2x StdDev
i f ( o.value > (o.mean + o.stdv *2.0) )

or ( o.value < (o.mean - o.stdv *2.0) ) then {
l o g "Unusual Temperature for T0001";

}
}

Listing 4.2: Example of an Apama Event stream

The example in Listing 4.2 receives a stream of “Temperature” events where the sensorId is “T0001”; it

maintains a 60 second window of these events and then builds an augmented event that includes the last

reading, the moving average (mean) and the moving standard deviation calculations – these last two are over

the data within the 60-secondwindow. Whenwe get an update to thewindowwe then calculate some simpler

upper and lower bands using the formula Band := Mean +/- 2 x StdDev. These define confidence

bands around the temperature values such that if we received a temperature reading that lies outside these

bands it would be 2 x Standard Deviations out of the norm, and we would define that here as unusual. When

we see an unusual reading then we log an alert, but could of course react in a different way.

4.4.1.4 Apama queries

Apamaqueries let business analysts and developers create scalable applications that process events originating

from very large populations of real-world entities. Scaling, both vertically (same machine) and horizontally

(across multiple machines) is inherent in Apama query applications. Apama queries can be used alongside

EPL monitors in the same correlator process, interacting by sending events between them. Incoming events

that queries process are partitioned by, for example, customer account numbers, car license plate numbers,

devices or some other entity. In a query application, the correlator processes the events in each partition

independently of other partitions. Apama is often deployed in situations where requirements can change

quickly and it’s imperative to ensure that applications are developed quickly and evolved over time to address

changing circumstances. Another aspect is often to ensure that the tools be made are accessible to business

users, who can take a greater portion of control of the applications over time andwho are inevitably the source
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of the ”business logic” that drives many event processing applications. Apama queries are designed to be easy

to develop for both the business analyst and the application developer.

Graphical tools to specify the application design and full round-trip engineering allow both the business

analyst and the developer to work on the same queries. At the developer level, an Apama query is defined

using the Apama EPL.

Queries comprise:

• Parameters: an optional list of values that can be specified at runtime.

• Inputs: a list of event types which the query will consume; they are organized into windows of a time

duration or number of events, and partitioned by the key fields of the event.

• Pattern: an event pattern, ranging from a simple query looking for a single event to complex patterns

involving multiple event types.

• Conditions: optional restrictions on the event pattern, including time constraints, conditions on the con-

tents of the events, or for detecting absence of events.

• Aggregates: optional aggregation such as averages, counts or user-defined aggregate operators.

• Actions: action to execute when the query fires – either EPL or sending an event to be output or proces-

sed further.

query ImprobableWithdrawalLocations {
parameters{
f l o a t period;

}
I npu t s {
Withdrawal(value>500) key cardNumber wi th i n period;
}
F ind Withdrawal as w1 -> Withdrawal as w2

where w2.country != w1.country {
l o g "Suspicious withdrawal: " + w2.toString() at INFO;
}
}

Listing 4.3: Example of an Apama Query

The code in Listing 4.3 provides an example of a query. This query monitors credit card transactions for

a large set of credit card holders. The goal is to identify any fraudulent transactions. While this example

illustrates query operation, it is not intended to be a realistic application.

4.4.1.5 Plug-ins

It is possible to link third-party libraries to the Correlator as plug-ins. By either coding or auto-generating a

plug-in wrapper around the interface of the library, the library’s operations can be exposed to EPL. Plug-ins

can be developed in Java, C++ or C. The fragment of EPL below shows how a plug-in library, which has been

appropriately built, can be imported and its operations invoked from EPL.

import "apama_math" as math
// ...
f l o a t a, b;
// ...
a := math.cos(b)

Listing 4.4: Example for importing a third-party plug-in in Apama
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4.4.1.6 Connectivity

Apama provides a suite of off-the-shelf connectivity and integration strategies plus a number of client software

development kits. These allow developers to write custom adapters or software applications that interface

existing enterprise applications, event sources and user interface clients to the Correlator. Integration with

event data sources is a critical component to the delivery of CEP applications and is both a key component

within the Apama architecture and a key focus of Apama’s engineering efforts. The correlator can directly

connect to a Java Message Service (JMS) bus or to Software AG’s Universal Messaging broker. For the closest

coupling, connectivity plugins provide a simple abstraction with high performance for in-process connectivity

to external data sources. The Integration Adapter Framework (IAF) provides a separately monitorable process

that canworkwith a range of adapters communicatingwith third-partymessaging systems, extract and decode

self-describing or schema-formattedmessages, and transform them into Apama events. All of the connectivity

options are bi-directional, providing both source and sink support. In addition to receipt of disparate events

and normalization for processing within the correlator, Apama can generate events that are transformed by

adapters into the requisite proprietary representations of the event (e.g., message on an ESB or an order to

a trading exchange) as required by third-party messaging systems. Therefore, Apama adapters are the key

mechanism by which Apama can trigger actions, converting internal events into a target format that is emitted

to a target external service.

4.4.1.7 Connectivity plug-ins

Connectivity plug-ins allow adapters to be run in the same process as the correlator, providing a tightly coupled

mechanism to send or receive events from external systems. A simple configuration file specifies the plug-ins

used and provides powerful configuration data for plug-ins to use. A number of connectivity plug-ins can

be used together to form a chain of plug-ins to separate transports from mapping or decoding functionality.

Connectivity plug-ins can be written in Java or C++, and a mixture of plug-in types used within the same chain.

Plug-ins handle events in a native, protocol-neutral key-value ”map” format (using the standard Java ”Map”

interface). Sample plug-ins provided include:

• JSON codec to convert Apama events to/ from JSON form

• A simple HTTP client

• A simple HTTP server

• Classifiers for identifying the type of events via configuration

• Mapper to provide rule-based transformation of event fields.

4.4.1.8 Apama’s Integration Framework

Adapters can also behosted inApama IAF (IntegrationAdapter Framework). The IAF is amiddleware-independent

and protocol-neutral adapter framework that is designed to allow easy and straightforward creation of soft-

ware adapters to interface Apama with middleware buses and other message sources. All events, regardless

of source, are converted to the internal format, thus enabling Apama to natively support correlations that span

disparate external data formats. Sample plug-ins provided include:

• The Apama Database Connector (ADBC): ADBC connects to standard ODBC and JDBC data sources.

Apama applications can use the ADBC adapter to store and retrieve data in standard database formats.

• Web Services Client Adapter: The adapter is a SOAP-based IAF adapter that allows Apama applications

to invoke web services.

2017-2018 © Copyright lies with the respective authors and their institutions.

63



PrEstoCloud GA 732339 Deliverable 2.1

“D2.1: Scientific and Technological State-of-the-Art Analysis”

• File IAF Adapter: The File Adapter reads information from text files and writes them to text files by using

Apama events.

4.4.1.9 Software AG Designer

Software AG Designer is the design tool for all Software AG products. Also for support of designing and writing

Apama applications and services, Apama provides the comprehensive toolset called Software AG Designer

provided as an Eclipse plugin. It is a full-featured development environment that includes a code/syntax editor,

a debugger, a profiler, and a graphical editor for buildingApamaqueries. Designer’s use of Eclipse deliversmany

natural benefits to Apama developers, including the abilities to:

• Mix/match development tasks

• Take advantage of integration with third-party tools, such as source code repositories

• Create project definitions that manage source code components

• Incorporate specific features as plug-ins.

It supports a number of perspectives. An Eclipse perspective is a named organization of views, menus and

toolbars that can be saved and switched to a unique tab of the organizer for a particular task. Software AG

Designer perspectives include:

• A developer perspective and a workbench includes Monitors, Apama queries, Dashboards and Adapters

• A runtime perspective for the development of applications,

• A debugger perspective for debugging EPL applications,

• A runtime perspective for monitoring the execution of running services, such as Correlators and adap-

ters), and applications, such as monitors and

• A profiler perspective for analyzing the execution statistics of running monitors.

4.4.1.10 Apama Streaming Analytics

Apama Streaming Analytics is built on an in-memory architecture that enables real-time processing of extre-

mely fast, large data volumes – orders of magnitude larger than traditional database-based IT architectures.

Predictive models developed in any kind of data mining tools, can be loaded in Predictive Model Markup Lan-

guage (PMML) format. This step takes a fraction of the time and eliminates the need for manual coding, cross-

checking and error correction. Apama Streaming Analytics ingests thesemodels rapidly, making them instantly

available to the process that they support, as defined by various Apama applications. It probes incoming event

data from any device, social media stream or business systemwith extremely low latency against the imported

predictive models for real-time scoring. Streaming data is analyzed and can also be enriched with historic and

contextual data-at-rest where necessary, to identify patterns that have happened or are likely to happen. The

platform’s visualizations and visual analytics for business users support both human-oriented and automated

intelligent actions, alerts and notifications. Streaming analytics include (relevant abstract):

• Filtering, correlation, aggregation and pattern detection with time and location constraints

• Enrichment of streaming data with context data

• High-performance messaging for mobile, the Web and the Internet of Things (IoT)

• In-memory architecture
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• Operationalization of predictive models

• Support for MQTT and AMQP standards and protocols for easier integration with the IoT

• Deployment on local, server or cloud platforms.

4.4.1.11 Apama on the top of a distrusted system

Apama implements its own scalable processing using multiple system threads, maximizing the use of multi-

core CPUs and by linking multiple correlators together across multiple machines. Apama can also establish

connectivity to Kafka, so if a customer prefers a Kafka distribution architecture, Apama can be integrated into

this architecture.

Its generic architecture is allowingmultiple correlators across multiple environments (e.g. separate clouds)

to communicate. This enables to communicate with the different clouds via sending message from correlator

to correlator directly or via a messaging broker. In this way the Apama architecture can scale across multiple

clouds. Apama’s use cases includes running streaming analytics at multiple edge nodes.

4.4.1.12 Apama on federated clouds

Apama has a generic architecture that allows multiple correlators across multiple environments (e.g. separate

clouds) to communicate. This allows it to communicate with the different clouds via sending message from

correlator to correlator directly or via a messaging broker. In this way the Apama architecture can scale across

multiple clouds. Apama’s use cases include running streaming analytics at multiple edge nodes and then the

processed data is then further processed in a centralised streaming analytics system.

4.4.1.13 Apama licensing

Software AG offers two different versions of Apama, the free-to-use Community Edition and the full version.

The main restrictions of the Community Edition are the number of correlators (limited to 4) and the corre-

lator’s memory (limited to 1GB). For research and demonstration purposes as well as for initial professional

exploitation, the Community Edition is expected to be fully sufficient. For an increased scalability, Software AG

recommends the full version.

4.4.2 Siddhi

One of recently emerged CEP engines is Siddhi [217]. It is a lightweight, easy-to-use, open source Complex

Event Processing server. Siddhi represents a new generation of open source CEP engines, designed to satisfy

two challenges for the traditional CEP approaches (like Esper [70]), arising mainly due to an expansion of the

real-time data sources (big data):

• latency in the processing has become very critical, so that CEP tasks have to be parallelized (scalability is

an issue)

• complexity of the situations to be detected requires networks of CEP engines in order to process the

real-time data

The most important advantages of Siddhi, compared to Esper, are:

1. Siddhi engine is massively scalable (required for big data). Esper cannot scale efficiently (cannot be

distributed).
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2. Siddhi is based on Apache Storm and enables the definition of complex workflows based patterns (re-

quest from use cases). Esper is based on the language (EPL) that cannot support workflow-like proces-

sing.

3. Siddhi/WSO2 (Web Services Oxygenated) is available under Apache Software License Version 2.0, which

is the best possible open source license for the commercialization, if we want do exploit the results.

Esper is LGPL and for the commercial license the price is quite high – so exploitation opportunities of

Esper-based solutions are less obvious.

4. The community around Siddhi is better organized, so support is stronger

Other advantages are:

• Siddhi identifies the most meaningful events within the event cloud, analyzes their impact, and acts on

them in real-time.

• It is built to be extremely high performing withWSO2 Siddhi andmassively scalable using Apache Storm.

• TheWSO2 CEP is built up on the award-winning, WSO2 Carbon platform, which is based on the OSGi fra-

mework enabling better modularity for realizing service oriented architecture (SOA). The WSO2 Carbon

framework contains many enhanced features and optional components to customize the behaviour of

the server through simple, point-and-click provisioning.

• The CEP can be tightly integrated with WSO2 Data Analytics Server, by adding support for recording and

posting processing eventswithMap-Reduce via Apache Spark, andWSO2Machine Learner for predictive

analytics.

Figure 4.10 describes the structure of the engine.

Figure 4.10: WSO2 CEP architecture

The WSO2 CEP architecture consists of the following components:

• Event receivers: Event receivers receive events that are coming to the CEP.WSO2 CEP supports themost

common adapter implementations by default. For specific use cases, plug custom adapters can be used.

• Event streams: Event streams contain unique sets of attributes of specific types that provide a structure

based on which the events processed by the relevant event flow are selected. Event streams are stored

as stream definitions in the file system via the data bridge stream definition store.
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• Event processors: Event processor handles actual event processing. It is the core event processing unit

of the CEP. It manages different execution plans and processes events based on logic, with the help of

different Siddhi queries. Event Processor gets a set of event streams from the Event Stream Manager,

processes them using Siddhi engine, and triggers new events on different event streams back to the

Event Stream Manager.

• Event publishers: Event publishers publish events to external systems and store data to databases for

future analysis. Like the event receivers, this component also has different adapter implementations.

The most common ones are available by default in the CEP. A user can implement custom adapters for

specific use cases.

4.4.2.1 Architecture

At a very high level, Siddhi receives incoming events in “Event Streams” via input handlers, processes them,

and notifies the output via callbacks. Here, we use the term Event Streams when the events in a particular

Event Stream have a definite schema and when they are logically ordered in time.

Figure 4.11: High-level architecture of Siddhi

Stream Definition

Each event in Siddhi has a Stream ID representing the Event Stream it belongs to, timestamp representing the

event creation time, and an Object[] array containing the data attributes of the events.

To process an event stream in Siddhi, we have to first define that stream; e.g.

define stream StockQuartStream (symbol string, price float, volume int);

When defining streams, we specify its name and its attributes, and each of the attributes is defined as pairs of

their name and type in order. Note: in WSO2 CEP, users are not given the option to explicitly define an event

stream, whereas in WSO2 CEP 2.x, defining the stream is implicitly done using the input/output mapping of

the CEP bucket.
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When an event stream is defined, internally, Siddhi creates an input handler, which we can use to send

events into the system on the defined event stream. At the same time, we can also add callbacks to event

streams, which will receive notifications when events are produced on those event streams.

4.4.2.2 Siddhi Queries

Siddhi supports the following complex event processing queries through its SQL-like query language:

1. filter

2. window

3. join

4. sequence

5. patterns

Siddhi Event Query Language has the following structure:

from <incoming stream>[<incoming stream filter>]#<window on the stream>

insert into <outgoing stream> <outgoing stream attributes>

Here, when events arrive from the incoming event streams, they are filtered and only the success events of

the filter will flow to the window. These windows, based on their configuration, sustain some of the incoming

events for a certain period of time for further processing, like aggregation calculations. Finally, all these events

will be projected on the outgoing event streams based on the defined outgoing stream attributes.

Basic Siddhi Queries

Filter Query

The following is a code snippet demonstrating a simple filter query in Siddhi.

from StockQuartStream[symbol == 'FB']

insert into FacebookStockStream price, volume;

When a query is defined, it will implicitly define its output stream. Hence, in this case, the above query will

implicitly define FacebookStockStream to have the price of type float and volume of type int.

Window Query

If we want to calculate how many Facebook stocks are traded in the last minute, we can improve the above

query by adding a time window.

from StockQuartStream[symbol == 'FB']#window.time(1 min)

insert into FacebookCountStockStream

price, volume, count(price) stockCount;

Similar to windows inWSO2 CEP 2.1.0, Siddhi also supports transforming streams using#transform(...).
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Basic Siddhi Query Architecture

The architecture of a basic Siddhi query (having Filter, Transform, and Window) is shown in Figure 4.12.

Figure 4.12: Siddhi basic query

Here, the events flow from the “Input Handler” of the incoming “Event Stream” to its respective “Stream

Junction”. The Stream Junction is responsible to send the events to all components that are registered to that

Event Stream. In Siddhi, we can find two main types of Stream Subscribers; Stream Callback – which is used to

notify an event occurrence on a particular stream –, and Query Handler Processors – which are responsible for

filtering and transforming the events for further processing. Only the event that passes the filter conditions

will be outputted from the Query Handler Processor, which will indeed be fed into the Window processor

where the events will be stored for time, length or uniqueness-based, or other custom processing. The events

are then fed into the Query Projector to perform event attribute level processing such as avg(price), group by

and having. Finally, the output of Query Processor will be sent to its registered Query Callback and its output

stream’s Stream Junction where the event will be fed to all the Queries and Stream Callbacks registered to that

Event Stream.

These output streams are implicitly defined by inferring the query, and hence, we don’t need to define

them explicitly.

4.4.3 Comparison of CEP engines

Having no access to other commercial products we focused on OSS and as Software AG is partner in the con-

sortium on APAMA.

4.4.3.1 Apache Storm

Apache Storm is an open source distributed real-time computation system. Storm can be reliably process

unbounded streams of data. Storm is simple, can be used with any programming language. Apache Storm is

the oldest and most mature codebase (2011). It has low latency but low throughput event processor. Storm

has a very large community with rich resources.

4.4.3.2 Apache Spark Streaming

Apache Spark is an open source stream processing engine. It is strictly a stream processing engine focused on

high throughput and reliability. It can be installed and used both On-Premises and in a cloud. Most cons

• Complex to Implement
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• Works with external data stores

• Built for batch workloads and manages “streaming” by using many micro-batches

• Cannot process data in real-time

• Large community since 2012 release

4.4.3.3 Apache Kafka Streams API

Apache Kafka Streams is an open source stream processing API for developers building applications based on

Kafkamessaging. The Input streams from Kafka are transformed by Streams API to output streams. Main cons:

• Not available for use as a cloud/on-premise “service”

• Provided as a Java API for Kafka

• Underlying messaging system must be Kafka

• Streams only

• No straightforward way to do discrete pattern matching

• Architected for throughput, not low latency

• Tooling is for Java code programmers

• No higher level business analyst tooling

Apama Apache Spark

Streaming

Apache Kafka

Streams

Apache Storm

Graphical development envi-

ronment

Yes No No No

Low Latency Yes No Partial (reduced

throughput)

Yes

True real-time (no batching) Yes No Yes (batch size

of 1)

N/A

Event-based programming

language

Yes No No No

Discrete event pattern de-

tection

Yes No No N/A

High Availability Yes Yes Partial(via

Kafka)

N/A

Small footprint (suitable for

edge devices)

Yes No No N/A

On-Premise Version Yes Yes N/A (Java

library)

N/A

Cloud Version Yes Impetus, Data-

bricks (AWS)

N/A (Java

library)

N/A

Table 4.1: Comparison between CEP engines
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4.4.3.4 Apache Samsa

Originally developed alongside Kafka for LinkedIn. Newer engine (2014) with close ties to Hadoop YARN.

Technically superior to Storm and Spark as combining parts of them, but weakest community of all Apache

CE Solutions.

4.4.3.5 Apache Apex

Handed to Apache by DataTorrent and OSS since 2016. It seems to be intended to unify stream and batch

processing as a platform for building distributed applications on Hadoop. It has a limited community and

adoption for native OSS offering.

4.4.3.6 Apache Flink

Flink is OSS since 2015. Flink has solid stream processing capabilities, but as a new project, it has a small

community and limited adoption so far.

4.4.3.7 Esper

Esper (non commercial) is an Open Source Complex Event Processing (CEP) -– engine only having separate

versions for Java and .NET applications build by EsperTech. OSS version of Esper can easily be accessed and

start working with is for free. It has a capable, mature, basic CEP engine but does not offer lowest latency or

highest volumes. Esper is customizable in high manner and provides flexibility for building own applications

and solutions.
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Chapter 5

Conclusion

The main goal of the PrEstoCloud project is to advance the cloud computing virtual infrastructure in order to

enable dynamically scalable infrastructure and deployment of distributed big-data stream applications, across

multiple federated and hybrid clouds, and up to the edge of the network. PrEstoCloud will primarily target

custom-made applications which are composed of micro-services – i.e. small, independent processes com-

municating with each other by using language-agnostic APIs. Moreover, it targets data-intensive applications,

i.e. applications which use a data parallel approach to process large volumes of data, and in particular, ap-

plications that engage and process streaming big data streams. In this Deliverable, we have reviewed the

state-of-the-art of the technologies and methodologies in the relevant technical fields.

In Chapter 2, we discussed the cloud infrastructure. We reviewed the existing tools and techniques to

manage and monitor applications running on federated and hybrid clouds, as well as the challenges posed by

the edge computing paradigm. We saw that, while there aremany techniques devoted to themanagement and

monitoring of applications running on federated/hybrid clouds, the solutions are usually not inter-operable,

due to lack of standards. Moreover, we saw that the current generation or architectures related to edge/IoT

devices rely on static pre-configurations of both hardware and software that is unfit for a dynamic environment.

Finally, we compared the foreseen PrEstoCloud platform with the last offering in IoT software stacks: Amazon

AWS Greengrass.

In Chapter 3, we looked at the anticipation of changes, in order to adapt the infrastructure on which the

application is running. We introduced the related challenges: situation awareness, context detection, adapti-

vity and the capability to predict situations adaptation. We saw that there is currently no approach that goes

beyond cloud resource selection and allocation towards recommending cloud and edge resource adaptati-

ons based on the dynamically changing processing needs, taking under consideration trade-offs between cost,

speed, efficiency and reliability of adaptations. In PrEstoCloud, we plan to investigate newways to manage the

relations between Big Data processing, cloud and edge resources adaptation needs and adaptation strategies.

Our approach will extend state of the art through a novel data analytics approach for understanding from the

past data different modes of the workloads and predicting which can be the next one based on the current

situation. The main idea is to use as many as possible factors that influence the workload and build behavioral

models from past data. These models are truly data driven and build in an unsupervised manner (no labeled

data a priori needed). The main advantage is that the past data will “explain” what is the usual behavior of the

system in a high-dimensional space, which can be dynamically changed as incoming data will be changed. In

that way we ensure that the model will be continuously updated to the new situations (resolving the problem

of the model drift). Moreover, this model is used in real-time in order to check what the current parameters

of the system indicate regarding the workload, i.e. can the current situation be classified as “usual” (with the

standard set of actions), or it is unusual and required an additional processing.

Situation-awareness will be supported using machine learning methods that will analyse contextual data

and will infer high level contextual information useful for making the adaptation recommendations. With
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respect to adaptation recommendations, we plan to research and develop two recommenders that will issue

recommendations with respect to adapting resources allocation in real-time and deploying fragments of the

data-intensive applications across the processing topology. The processing topology is the cloud and edge

resources available and capable of executing the application fragments. For example, a private cloud and a set

of processing units close to or at the edge, e.g., CCTVs, mobile phones, regional processing units, drones. These

two recommenders will be designed and implemented as part of WP5 work and will be reported in terms of

deliverables D5.5 and D5.6.

Specifically, we aim to develop the Application Fragmentation & Deployment Recommender that will un-

dertake the responsibility of describing the appropriate fragmentation of cloud applications into smaller parts

in order to be efficiently deployed over cloud / edge resources. Moreover, it will associate applications and

application fragments with placement constraints and optimization preferences. The input of this mechanism

should involve the available VM flavours & edge devices (i.e. resources types) as well as the qualitative, quan-

titative preferences of the DevOp and/or the Application developer. Based on this input the recommended

fragmentation will be serialized in a TOSCA specification that will refer to type-level VM or Edge resources (as

hosting nodes), while the specific instances will be decided based on the advanced optimization mechanism

of the PrEstoCloud control layer.

The second recommender, called Resources Adaptation Recommender, is expected to engage the run-time

operation of our platform since it will provide context-aware, edge and cloud adaptation recommendations

that may include changes to the already used resources and reconfigurations with respect to where each ap-

plication fragment has been hosted. It will receive as input the current processing topology and placement

(i.e. resources used and hosting location of each application fragment), the detected situations along with the

respective context of the used and the available edge devices. Based on this, it should be able to generate as

output the recommendation to reconfigure the processing topology, e.g., to introduce new processing nodes,

replicate nodes for failover purposes, remove redundant or underused processing nodes andmove application

fragments among the available cloud and edge hosting nodes. For example, assume multiple streams coming

from a variety of different cameras (i.e. CCTVs, mobile phones). Based on the data volume and velocity of

these streams, the PrEstoCloud platformwill be able to detect appropriate situations and recommend adapta-

tions that will affect the processing topology. Such adaptations may involve moving away or closer to the edge

certain application fragments (e.g. video transcoding, face detection) and/or instructing the use of additional

instances of the same application fragments on different virtual hosts. Furthermore, we can imagine the di-

versity of the considered multiple streams used for adaptation being further augmented by streams that may

further enhance a certain multi-cloud application. For example, the consideration of social media streams for

analyzing and detecting security incidents could even allow PrEstoCloud to better predict the sudden increase

of the current workload (i.e. several people reporting on twitter about a gunfire, will most likely start streaming

video through their phones immediately after their textual post).

In addition, we will propose algorithms for devising proactive adaptation actions by taking into account

efficiently the outcomes of Big Data analytics and complex event processing. To support predictive behavior,

instead of using the same threshold-based alerts for an entire class of cloud resources as most monitoring

systems typically use, we will provide highly specialized adaptation recommendations based on monitoring

multiple data streams, understanding each individually as well as their relationship to each other, resulting in a

highly sensitive system that can provide early recommendations for adaptations to optimise performance. Our

workwill focus on recommending auto-scaling decisions on a hybrid VMand container system. The approaches

presented by OS-level virtualization and VMs are complementary, and we have the intention of combining

them in order to reduce the costs associated with starting a VM, and make more efficient use of the allocated

resources.

Finally, in Chapter 4, we reviewed a number of tools that can be considered as building blocks for the PrEs-

toCloud platform. We first introduced ProActive, an open-source cloud broker, able to deploy and monitor

applications across clouds, through each cloud’s specific API entry points. Then, we introduced BtrPlace, an

open-source scheduler able to place VMs under constraints, while optimizing an objective. Despite numerous

2017-2018 © Copyright lies with the respective authors and their institutions.

73



PrEstoCloud GA 732339 Deliverable 2.1

“D2.1: Scientific and Technological State-of-the-Art Analysis”

existing solutions tomanage VM in data centers, none take the benefit from hybrid architectures. More impor-

tantly, only but BtrPlace is flexible enough to fill this gap, because no other solution supports the possibility to

schedule either over an edge cloud, a private cloud, or a public cloud, depending on the Service-Level Objective

and the infrastructures capabilities. We then reviewed the solutions related to the communications between

the multiple deployment sites. We first reviewed the existing networking solutions available within public

and private clouds, and the protocols available for interconnecting different clouds together. Our work in this

domain will leverage existing solutions in public cloud infrastructures to create a virtual network connecting

the multiple sites where the application is deployed. Our solution will rely on standardized network protocols

so that they can easily be integrated into private corporate clouds, or in less powerful environments, such as

edge clouds. We then reviewed existing data brokers technologies, on which PrEstoCloud will rely to deploy a

publish/subscribe model of relation between the edge devices, the application, and the platform components.

Finally, we introduced and reviewed CEP engines, technologies that will be used inside the meta-management

layer in order to process the meta-data generated by edge devices and application.

On top of reviewing the state-of-the-art in all of these different fields, this Deliverable will be a helpful

reference for establishing a common understanding among the partners of the PrEstoCloud consortium. For

technical partners, it is an opportunity to understand each other’s field of expertise, in order to better integrate

their solutions together, in a coherent manner. For pilot partners, the Deliverable will make clear the existing

abstractions regarding the technical disciplines, enabling them to better formulate their needs with respect to

the PrEstoCloud architecture and its expected behavor.
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